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#### Abstract

We develop novel dual-ascent and primal-dual methods to solve infinite-horizon nonstationary deterministic dynamic programs. These methods are finitely implementable and converge in value to optimality. Moreover, the dual-ascent method produces a sequence of improving dual solutions that pointwise converge to an optimal dual solution, while the primal-dual algorithm provides a sequence of primal basic feasible solutions with value error bounds from optimality that converge to zero. Our dual-based methods work on a more general class of infinite network flow problems that include the shortest-path formulation of dynamic programs as a special case. To our knowledge, these are the first dual-based methods proposed in the literature to solve infinite-horizon nonstationary deterministic dynamic programs.


## 1 Introduction

Industry is often accused of being short-sighted in its planning, obsessed with next quarter's projected profit margin. Many planning tools themselves exacerbate this focus by only considering decisions over a fixed finite horizon. Typically, tools that incorporate an infinite horizon make stationarity assumptions that restrict the future to be exactly the world we confront today. Attempts to tackle infinite-horizon and nonstationary environments have been few in number. Examples of this nonstationary setting in practice include the sizing and timing of capacity expansions [4], planning for production scheduling [35], the replacement and acquisition of new equipment [5], dynamic traffic assignment [21], among others. These problems can be modeled as infinite-horizon nonstationary dynamic programs (or simply DPs), the context of this paper.

How do we deal with a problem that is nonstationary and non-ending? Tackling this challenge invites many unsavory characters into our midst: an infinite amount of data, pathologies of infinitedimensional spaces, challenges in expressing solutions finitely, etc. Past attempts to tackle this problem have followed one of two approaches. The first approach, called the planning horizon approach, is to (if possible) find a finite horizon $T$ sufficiently distant to make the associated errors from ignoring times beyond $T$ negligible $[3,8,9,25]$. A key insight here is that although end-ofhorizon effect distort decisions close to $T$, the near term (in particular, the first decision) is less affected. This decoupling of the present and future decisions can be achieved by discounting [3],

[^0]uncertainty [1, 19], or through tie-breaking selection [31, 33]. Luckily, the current decision is the only one the decision-maker must commit to at the time of implementation. If calculations are efficient, a rolling horizon approach is feasible.

The second approach, typically called the strategy horizon approach, searches for optimal solutions within the space of infinite-horizon decision sequences, or strategies. Most success in this direction is for stationary problems, where the model is simplified to allow for analytic, and hence finite, solutions. An example is solving infinite-horizon homogeneous Markov decision processes that can restrict search within stationary strategies [10, 27, 29]. The difficulty here is that the necessary model simplifications may exclude many realistic problems.

Since nonstationary data is sometimes unavoidable, other strategy-horizon approaches have been developed. Most notable are solving DPs as infinite-dimensional linear programs. Simplex methods and duality theory are then leveraged to establish properties of optimal strategies without resort to finite truncations of the horizon. References [16] and [24] develop simplex methods to solve nonhomogeneous versions of Markov decision processes (MDPs) based on their formulation as countably-infinite linear programs (CILPs). Several authors have also adapted Anderson and Nash's [2] general framework for infinite-dimensional linear programs for Markov decision processes to solve uncountablestate space stationary Markov and semi-Markov decision problems using linear programming formulations of Bellman equations. See for instance, [14, 18, 22, 23].

The simplex methods in [16] and [24] rely on the condition that all extreme points are nondegenerate, a crucial property for showing asymptotic convergence. By contrast, a deterministic DP corresponds to a CILP that is highly degenerate. To the authors' knowledge, only three papers study deterministic DP via a strategy horizon approach using CILP formulations. Ghate, Sharma and Smith [17] develop a simplex-like method they call the shadow simplex method for a more general class of CILPs that have deterministic DP as a special case (see their Section 4). Sharkey and Romeijn [34] propose a simplex method for capacitated infinite network flow problems that can model deterministic dynamic programming as a shortest path problem (following the construction we set out in Section 2 below). Ryan, Smith, and Epelman [30] propose a model for uncapacitated network flow problems and model deterministic DP as an all-to-infinity shortest-path problem in their Section 5.2.

All three approaches in these papers have their limitations. Each can be shown to converge in optimal value, meaning iterates of their respective simplex methods converge in value to optimality. However, each fails to guarantee solution convergence, where successive policy iterates converge to an optimal solution unless there is a unique optimal solution to the problem. Moreover, the methods of [34] and [30] may not even be finitely-implementable, meaning each iteration of the algorithm may run in infinite time in the worst case.

In this paper, we build on the "infinite network" view of dynamic programming, but instead of constructing a primal simplex method, as in [34] and [30], we generalize dual-ascent and primal-dual methods for finite network flow problems (see, for instance, Chapter 9 of [7]) to the infinite setting. This setting captures deterministic DP as a special case. Unlike the primal methods discussed in the previous paragraph, we show that the dual-ascent method is finitely-implementable and has guaranteed pointwise solution convergence. The primal-dual method adapts the dual-ascent method to concurrently generate primal feasible solutions in the form of spanning trees. An optimality error bound on the gap between objective value of these primal feasible solutions and the optimal value is provided, based on the current dual solution. This optimality guarantee is refined as the primaldual method proceeds and the gap disappears in the limit. Both the dual-ascent method and
primal-dual method leverage the special structure of the infinite graphs we study and cannot easily be seen as a straightforward extension of the corresponding methods in the finite-network case.

To our knowledge, this paper is the first to develop dual-based algorithms for infinite network flow problems. There has been a recent surge of work on infinite network flow problems and their generalizations (see [26] and [15], in addition to [30] and [34] discussed above) but these works either focus on weak and strong duality properties or primal simplex methods, not dual-based methods. Moreover, in this paper we establish strong duality using dual-based arguments, a departure from previous approaches.

Our work also relates to a flurry of recent progress on approximate solutions to infinitedimensional LPs for solving stationary stochastic DPs (see, for instance, [11-13, 32]). These papers finds ways to approximate infinite LPs by finite-dimensional optimization problems under certain assumptions (compact state and action spaces, or sufficient continuity in the data) and provide explicit error bounds on the quality of their approximations.

The algorithms that we describe in this paper are exact algorithms, but since the full run times of our methods are infinite, finite termination provides approximately optimal solutions. Like the existing literature, we show that if our algorithms run long enough these finite approximations converge in value. However, unlike some recent papers (for instance, those described in the previous paragraph) we are not able to provide explicit error bounds for our approximations. To the best of our knowledge, there are no explicit error bounds for the discrete, non-compact case for infinitehorizon dynamic programming in the literature.

It is important to note that the approximation algorithms developed in the literature that do give explicit error bounds do not apply to our setting. This is because our effective state and action spaces are not compact while those algorithms, including [12, 13, 32], require compactness or strong continuity properties. For example, consider, the recent paper [13]. Assumption 2.1(i) requires that the state and action spaces lie in the unit hypercube of the appropriate dimensional space (or at least can be transformed into such a hypercube). This requires that the state-action set is compact, as stated in the paragraph above Theorem 2.2 in [13]. In particular, one can note that the definition of the transition kernel in that paper $Q(\cdot \mid s, a)$ is not indexed by time. To put a nonstationary problem into this setting would include time as a component of the state and thus make the state space noncompact. (Details on such a formulation are included in Section 2.1.) Accordingly, these results to do not apply to our (noncompact) setting.

To further underscore the difference between the compact and noncompact settings, another reference [32] shows asymptotic convergence properties of algorithms in the noncompact case (as we do in our paper) but must restrict to the compact case when deriving explicit error bounds. Other references, such as [12], allow noncompact state spaces in their derivation of explicit error bounds, but must impose strong continuity conditions on the transition kernel. These conditions fail in the discrete time setting when time is included in the state.

This paper is organized as follows. In Section 2, we introduce the dynamic program we study and formulate it as an infinite network flow problem. In Section 3 the more general class of puresupply network flow problems is introduced. Section 4 describes our dual ascent method. Section 5 describes our primal-dual method which builds on the primal method of [30] and the dual ascent method of the previous section. Section 6 concludes.

## 2 Infinite-horizon nonstationary dynamic programming

We consider a nonstationary infinite-horizon deterministic dynamic programming problem (or simply a DP) with finite per period state and action spaces, defined as follows. A system evolves over time periods $t=0,1,2, \ldots$ in one of finitely many states $s_{t} \in S_{t}$ in each period. The starting state $s_{0}$ is arbitrarily chosen from the set $S_{0}$. An action $a_{t}$ is chosen from a finite and nonempty set $A_{s, t}$ that depends on each state $s \in S_{t}$ and time $t$. The system transitions to a new state according to the law $s^{\prime}=\tau_{t}\left(s_{t}, a_{t}\right) \in S_{t+1}$, yielding a (nonnegative and undiscounted) immediate cost $c_{t}\left(s_{t}, a_{t}\right)$. If there exists a state $s^{\prime} \in S_{t+1}$ that is not reachable from any state in $S_{t}$ (that is, if there does not exist an $s \in S_{t}$ and $a \in A_{s, t}$ with $s^{\prime}=\tau_{t}(s, t)$ ) then we remove state $s^{\prime}$ from $S_{t+1}$ since it is redundant.

There is a time-discounting factor $\delta \in(0,1)$ associated with costs. The discounted cost at time $t$ is $\delta^{t} c_{t}(s, a)$. A policy $d=\{d(\cdot, t): t=0,1,2, \ldots\}$ prescribes an action $d(s, t) \in A_{s, t}$ for every $s \in S_{t}$ and every $t$. Let $D$ denote the set of all policies from starting state $s_{0}$. The strategy $\pi(d)$ corresponding to policy $d$ is the sequence of actions $\pi_{t}(d)$ out of initial state $s_{0}$ provided by policy $d$ where $\pi_{t}(d)=d\left(s_{t}(d), t\right)$ and $s_{t+1}(d)=\tau_{t}\left(s_{t}(d), d\left(s_{t}(d), t\right)\right.$ for $t=0,1,2, \ldots$ and $s_{0}(d)=s_{0}$. Then $V\left(\pi(d), s_{0}\right):=\sum_{t=0}^{\infty} \delta^{t} c_{t}\left(s_{t}(d), \pi_{t}(d)\right)$ is the cost of policy $d$ (and its corresponding strategy $\left.\pi(d)\right)$ with starting state $s_{0}$.

We assume some additional structure as follows:
(S1) immediate costs are uniformly bounded by $\bar{c}<\infty$; that is, $0 \leq c_{t}(s, a) \leq \bar{c}$ for all $s$, $a$.
(S2) the cardinality of the set of states $S_{t}$ at time $t$ is uniformly bounded by a constant $G$; that is, $\#\left(S_{t}\right) \leq G$ for all $t=0,1, \ldots$.
The focus of this paper is how to determine a policy that minimizes total discounted cost. That is, we solve

$$
\begin{equation*}
V^{*}:=\min _{d \in D} V\left(\pi(d), s_{0}\right), \tag{1}
\end{equation*}
$$

where $s_{0}$ is a fixed starting state. We consider a non-stationary version of the problem, where state sets $S_{t}$, available actions $A_{s, t}$, immediate costs $c_{t}$, and transition laws $\tau_{t}$ can all depend on $t$. Our approach to solving this problem is to formulate it as a minimum cost network flow problem on a network with countably-many nodes (see Section 3 below).

We define the network $N=(\mathcal{N}, \mathcal{A}, b, c)$ as follows. The set $\mathcal{N}$ consists of nodes for each statetime pair $(s, t)$ where $t=0,1,2 \ldots$ and $s \in S_{t}$. The set $\mathcal{A}$ consists of $\operatorname{arcs}\left((s, t),\left(s^{\prime}, t+1\right)\right)$ between pairs of nodes for which there exists $a \in A_{s, t}$ such that $\tau_{t}(s, a)=s^{\prime}$. Arcs are uncapacitated. Node $\left(s_{0}, 0\right)$ is endowed with a unit supply of 1 and all other nodes have a supply of 0 , which defines the vector of supplies $b$. Each arc has an associated $\operatorname{cost} c_{\left((s, t),\left(s^{\prime}, t+1\right)\right)}=\delta^{t} c_{t}(s, a)$, which defines arc costs $c$. Note that this assumes that there is only a single cost (namely $\left.c_{t}(s, a)\right)$ for each action $a$ in $A_{s, t}$ that transitions the problem to state $s^{\prime}$ at time $t$, otherwise $c_{\left((s, t),\left(s^{\prime}, t+1\right)\right)}$ is multiply defined. This is without loss of generality. Only the lowest costs actions that transition from $s$ to $s^{\prime}$ at time $t$ are considered and so we may assume that only one $\operatorname{cost} c_{t}(s, a)$ persists. By the same reasoning, we may assume that only a single action exists that transitions from state $s$ to $s^{\prime}$ at time $t$.

Remark 1. In the stochastic DP setting, we cannot remove "redundant" actions as we have done here simply based on comparing their costs. This is because two actions may give rise to the same cost, but not to the same transition probabilities. Only when two actions have the same costs and state transitions probabilities can one of them be considered "redundant".

Using this network we may define a min-cost flow problem as follows. For brevity, for every node $(s, t) \in \mathcal{N}$, let $O(s, t)$ denote the set $\left\{\left(s^{\prime}, t+1\right): \tau_{t}(s, a)=s^{\prime}\right.$ for some $\left.a \in A_{s, t}\right\}$ of nodes incident to outgoing arcs of $(s, t)$ and $I(s, t)$ denote the set $\left\{\left(s^{\prime}, t-1\right): \tau_{t-1}\left(s^{\prime}, a\right)=s\right.$ for some $\left.a \in A_{s^{\prime}, t-1}\right\}$ of nodes incident to incoming arcs into $(s, t)$. Note that $I\left(s_{0}, 0\right)=\emptyset$ since the system starts at time 0 in state $s_{0}$.

The network formulation of (1), given the starting state $s_{0}$, is:

$$
\begin{align*}
Z^{*}:=\min _{x} & \sum_{\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}} \delta^{t} c_{(s, t)\left(s^{\prime}, t+1\right)} x_{(s, t)\left(s^{\prime}, t+1\right)}  \tag{2a}\\
\text { subject to } & \sum_{\left(s^{\prime}, 1\right) \in O(s o, 0)} x_{\left(s_{0}, 0\right)\left(s^{\prime}, 1\right)}=1  \tag{2b}\\
& \sum_{\left(s^{\prime}, t+1\right) \in O(s, t)} x_{(s, t)\left(s^{\prime}, t+1\right)}-\sum_{\left(s^{\prime}, t-1\right) \in I(s, t)} x_{\left(s^{\prime}, t-1\right)(s, t)}=0 \text { for }(s, t) \in \mathcal{N}  \tag{2c}\\
& x_{(s, t)\left(s^{\prime}, t+1\right)} \geq 0 \text { for }\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}, \tag{2d}
\end{align*}
$$

where $x_{\left((s, t)\left(s^{\prime}, t+1\right)\right)}$ is interpreted as the flow along $\operatorname{arc}\left((s, t),\left(s^{\prime}, t+1\right)\right)$. Let

$$
Z(x):=\sum_{\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}} \delta^{t} c_{(s, t)\left(s^{\prime}, t+1\right)} x_{(s, t)\left(s^{\prime}, t+1\right)}
$$

The next result relates problems (1) and (2). Details of the proof are contained in the appendix. The argument there follows familiar reasoning from the finite-dimensional case, but must take special care of some topological issues that arise in the infinite-dimensional setting.

Proposition 1. Problem (1) and (2) are equivalent in the following sense:
(i) every optimal policy $d^{*}$ can be used to construct an optimal flow $x^{*}$ where $V\left(\pi\left(d^{*}\right), s_{0}\right)=$ $Z\left(x^{*}\right)$.
(ii) there exists an optimal flow $x^{*}$ that can be used to construct an optimal policy $d^{*}$ where $V\left(\pi\left(d^{*}\right), s_{0}\right)=Z\left(x^{*}\right)$.

A complete and careful proof of this proposition is in the appendix. Here, we provide the reader with an idea of how the proof works. Note that every feasible flow $x$ to (2) must satisfy $x \in[0,1]^{\mathcal{A}}$. This is an immediate consequence of constraints (3b)-(6c). Consequently, every integral solution satisfies $x \in\{0,1\}^{\mathcal{A}}$ and so (again by (6b)) can be associated with a unique path from node $s_{0}$ to infinity. This path corresponds to a policy that is feasible to (1). Moreover, it can be shown that every optimal solution to (2) is integral (see Lemma 14 in the appendix for details). Thus, the original formulation (1) and the network flow formulation (2) are equivalent in the following sense: every integral solution to (2) corresponds to a feasible solution to (1) (and vice versa) and they have the same objective value. Thus, since optimal solutions to (2) are integral, the result in Proposition 1 holds.

We also note that the equivalence expressed in Proposition 1 is quite strong. There is a one-toone correspondence between the optimal solutions of these problems. Other papers in the literature have discussed weaker forms of equivalence (see, for instance, Theorem 1 in [20]).

The following provides an explicit example of the equivalence in Proposition 1.
Example 1. Consider the following DP. The set of actions $S_{t}$ is not changing with $t$ and consists of two states; that is, $S_{t}=S=\{1,2\}$ for all $t$. The decision-maker has action set $A_{1, t}=\{1,2\}$ in


Figure 1: A simple example of the network representation of a nonstationary DP. We follow the conventions of [7] for drawing networks. Arc costs are found on top of arcs. Wide arrows $(\Rightarrow)$ represents node supplies.
state 1 (for all $t$ ) and singleton action set $A_{2, t}=\{1\}$ in state 2 (for all $t$ ). The transitions are as follows:

$$
\tau_{t}(s, a)= \begin{cases}1 & \text { if } s=1 \text { and } a=1 \\ 2 & \text { if } s=2 \text { or } a=2\end{cases}
$$

for all $t$ and the costs are

$$
c_{t}(s, a)= \begin{cases}2 & \text { if } s=2 \\ 1 & \text { if } s=1, a=1 \\ 10+\frac{t}{t+1} & \text { if } s=1, a=2\end{cases}
$$

for all $t$. Note that the costs are nonstationary. State 1 is the starting state $s_{0}$. The network representation is found in Figure 1. The network formulation (2) in this instance is:

$$
\begin{align*}
\min _{x} & \sum_{t=0}^{\infty} \delta^{t} x_{(1, t)(1, t+1)}+\sum_{t=1}^{\infty} 2 \delta^{t} x_{(2, t)(2, t+1)}+\sum_{t=0}^{\infty}\left(10+\frac{t}{t+1}\right) \delta^{t} x_{(1, t)(2, t+1)}  \tag{3a}\\
\text { subject to } & x_{(1,1)(1,2)}+x_{(1,1),(2,2)}=1  \tag{3b}\\
& x_{(1, t)(1, t+1)}-x_{(1, t-1)(1, t)}=0  \tag{3c}\\
& x_{(2, t)(2, t+1)}-\left(x_{(2, t-1)(2, t)}+x_{(1, t-1)(2, t)}\right)=0  \tag{3d}\\
& x_{(s, t)\left(s^{\prime}, t+1\right)} \geq 0 \text { for } s=1,2 \text { and } t=0,1, \ldots \tag{3e}
\end{align*}
$$

### 2.1 Connection to infinite-horizon stationary stochastic dynamic programming

The network formulation in (2) for nonstationary deterministic DP may be familiar to those familiar with the LP formulation of infinite-horizon stationary stochastic dynamic programming, discussed in detail in numerous references (see, for instance, Chapter 6 of [27]). We describe this formulation in detail here to draw comparisons with our formulation of the deterministic setting.

In the stationary stochastic (Markov) DP setting, we have a set of states $\Sigma$ and an action set $\mathcal{A}_{\sigma}$ for each $\sigma \in S$. Neither $\Sigma$ nor $\mathcal{A}_{\sigma}$ change over time. The problem is stochastic, reflected by a transition probability $p\left(\sigma^{\prime} \mid \sigma, \alpha\right)$ of transitioning to state $\sigma^{\prime}$ when starting in state $\sigma$ and taking
action $\alpha$. Puterman [27] (among many others) gives an LP formulation of this problem: ${ }^{1}$

$$
\begin{align*}
\min _{x} & \sum_{\sigma \in \Sigma} \sum_{\alpha \in \mathcal{A}_{\sigma}} c(\sigma, \alpha) x(\sigma, \alpha)  \tag{4a}\\
\text { subject to } & \sum_{\alpha \in \mathcal{A}_{j}} x(j, \alpha)-\delta \sum_{\sigma \in \Sigma} \sum_{\alpha \in \mathcal{A}_{\sigma}} p(j \mid \sigma, \alpha) x(\sigma, \alpha)=\alpha(j) \text { for all } j \in \Sigma  \tag{4b}\\
& x(\sigma, \alpha) \geq 0 \text { for } \sigma \in \Sigma \text { and } \alpha \in \mathcal{A}_{\sigma} \tag{4c}
\end{align*}
$$

where the $\alpha(j)$ are positive scalars that sum to one and $c(\sigma, \alpha)$ is the cost of taking action $\alpha$ in state $\sigma$.

The reader will certainly notice similarities between the deterministic formulation (2) and the stochastic formulation (4). Indeed, in both cases, the feasible vectors $x$ have an interpretation as "occupation measures" that provide the (expected) number of times a given state-action pair will be visited.

An important difference is that the deterministic problem (2) corresponds to a network flow problem (as seen in Example 1 and made formal in Section 3.1) while the stochastic formulation (4) does not. This was described in detail in [16]. Because of stochasticity, arcs may have multiple head nodes, corresponding to the set of states that could reached under different random realizations of the transition. Such an object is called a hypernetwork. This distinction of a network problem versus a hypernetwork problem is important, since the methods of this paper extend dual-based methods to solve network flow problems. To our knowledge, these methods do not have ready analogies in the hypernetwork setting.

Another important difference is that, when the state and action sets are finite, the resulting linear program (4) in this case is finite dimensional. Notice that the "infinite horizon" part of the problem set up does not translate into an infinite formulation. The stationarity of the problem allows us to finitely handle infinite time, and the LP formulation (4) is in the dimension of the size of the state and action sets. Indeed, for the formulation of a stationary DP to be infinite dimensional, either an infinite state space or infinite action space is needed (for [12, 13, 24] for examples of this).

Our problem is infinite-dimensional because of nonstationarity. Although the state and action sets are finite, data are indexed by time. Indeed, if one were to formulate our problem as a nonhomogenous DP (like in (4)) would require an infinite state space $\Sigma$. This formulation is as follows: state set

$$
\begin{equation*}
\Sigma=\left\{(t, s): t=1,2, \ldots, s \in S_{t}\right\} \tag{5}
\end{equation*}
$$

action sets $A_{(t, s)}=A_{s}$ for all $t, \operatorname{costs} c((t, s), a)=c_{t}(s, a)$ for all states $(t, s)$ and actions $a \in A_{(t, s)}$, and transition probabilities $p_{t}\left(\left(t^{\prime}, s^{\prime}\right) \mid(t, s), a\right)=1$ if $s^{\prime}=\tau_{t}(s, a)$ and $t^{\prime}=t+1$ and 0 otherwise. Under this approach, the state set $\Sigma$ is infinite and unbounded and the formulation (4) is a CILP. As discussed in the introduction, existing papers in the literature on homogenous stochastic DPs do not apply to this X since those papers assume the state space $\Sigma$ is compact. Clearly, the state space $\Sigma$ in (5) is not compact.
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## 3 Pure-supply infinite network flow problems

We now discuss a generalization of the network flow problem (2), which was introduced in [30]. We recall the necessary notions from that paper and describe how (2) is a special case of that setting.

Let $G=(\mathcal{N}, \mathcal{A})$ be a directed graph with countably many nodes $\mathcal{N}=\{1,2, \ldots\}$ and arcs $\mathcal{A} \subseteq \mathcal{N} \times \mathcal{N}$. Let $I(i)$ denote the set of nodes that are tails of arcs entering node $i: I(i):=\{j \in \mathcal{N}:$ $(j, i) \in \mathcal{A}\}$. Similarly, the set of nodes that are heads of arcs leaving $i$ is $O(i):=\{j \in \mathcal{N}:(i, j) \in \mathcal{A}\}$. Each arc $(i, j)$ has cost $c_{i j}$. Each node has supply $b_{i}$. The countably-infinite network flow problem (CINF) problem on network ( $\mathcal{N}, \mathcal{A}, b, c$ ) is to a find a real nonnegative flow vector $x$ that minimizes the cost and maintains flow balance at every node:
(CINF)

$$
\begin{align*}
Z^{*}:= & \inf _{x}  \tag{6a}\\
& \sum_{(i, j) \in \mathcal{A}} c_{i j} x_{i j} \\
\text { s.t. } & \sum_{j \in O(i)} x_{i j}-\sum_{j \in I(i)} x_{j i}=b_{i} \text { for } i \in \mathcal{N}  \tag{6c}\\
& x_{i j} \geq 0 \text { for }(i, j) \in \mathcal{A} .
\end{align*}
$$

Let $Z(x):=\sum_{(i, j) \in \mathcal{A}} c_{i j} x_{i j}$. A feasible solution $x$ to (CINF) is called a feasible flow.
For an $\operatorname{arc}(i, j) \in \mathcal{A}$, node $i$ is called the tail node of arc $(i, j)$ and node $j$ its head node. The in-degree and out-degree of node $i$ in $G$ are the cardinalities of $I(i)$ and $O(i)$, respectively. A graph is locally finite if every node has finite in- and out-degree. A finite (undirected) path in $G$ is a finite sequence of distinct nodes $i_{1}, i_{2}, \ldots, i_{n}$, where $\left(i_{k}, i_{k+1}\right) \in \mathcal{A}$ or $\left(i_{k+1}, i_{k}\right) \in \mathcal{A}$ for $k=1, \ldots, n-1$. A path to infinity is a sequence of distinct nodes $i_{1}, i_{2}, \ldots$ where $\left(i_{k}, i_{k+1}\right) \in \mathcal{A}$ or $\left(i_{k+1}, i_{k}\right) \in \mathcal{A}$ for $k=1,2, \ldots$. We typically use $P_{i j}$ to denote a finite path from node $i$ to node $j$, and $P_{i \infty}$ to denote a path from node $i$ to infinity. Two nodes $i$ and $j$ are finitely connected in $G$ if there exists a finite path $P_{i j}$. Two nodes $i$ and $j$ are connected at infinity if $G$ contains two paths to infinity, $P_{i \infty}$ and $P_{j \infty}$, that share no common nodes. Nodes $i$ and $j$ are connected if they are either finitely connected or connected at infinity. The graph $G$ is finitely connected if all nodes $i$ and $j$ in $G$ are finitely connected.

A finite cycle in $G$ is a finite sequence of nodes $i_{1}, i_{2}, \ldots, i_{n}, i_{1}$ where $i_{1}, i_{2}, \ldots, i_{n}$ is a path and either $\left(i_{1}, i_{n}\right) \in \mathcal{A}$ or $\left(i_{n}, i_{1}\right) \in \mathcal{A}$. An infinite cycle, also called a cycle at infinity, consists of two paths to infinity from some node $i,\left(i, i_{1}, i_{2} \ldots\right)$ and ( $i, j_{1}, j_{2}, \ldots$ ), where all intermediate nodes $i_{k}$ and $j_{\ell}$ are distinct.

We also need directed versions of these definitions. A finite directed path from $i_{1}$ to $i_{n}$, denoted $P_{i_{1} i_{n}}^{\rightarrow}$, is a finite path $i_{1}, \ldots, i_{n}$ where $\left(i_{k}, i_{k+1}\right) \in A$ for all $k=1,2, \ldots, n-1$. We call $P_{i_{1} i_{n}}$ an out-path from $i_{1}$ and an in-path into node $i_{n}$. A directed path from node $i$ to infinity, denoted $P_{i \infty}$, is a path to infinity $P_{i \infty}$ where each arc in the path is directed away from node $i$. A directed path from infinity to node $i$, denoted $P_{i \infty}^{\leftarrow}$, is a path to infinity $P_{i \infty}$ where each arc in the path is directed towards node $i$. A directed finite cycle is a finite cycle that consists of a finite directed path $i_{1}, \ldots, i_{n}$ and the $\operatorname{arc}\left(i_{n}, i_{1}\right) \in \mathcal{A}$. A directed cycle at infinity is a cycle at infinity where both paths to infinity from a given node $i$ are directed, one from infinity to $i$, and the other from $i$ to infinity.

A graph is acyclic if it contains no finite or infinite directed cycles. A subgraph of $G$ is a forest if it contains no (undirected) cycles. A connected forest is called a tree. A tree that contains all the nodes of $G$ is called a spanning tree. We are a bit sloppy when it comes to subgraphs of $G$, and
will think of them alternatively as sets of arcs, sets of nodes, or entire subgraphs, as the context requires.

An in-tree rooted at node $r$ is a tree where from every node $i$ in the tree there is a directed path to node $r$ where all arcs are directed to node $r$. An out-tree rooted at node $r$ has directed paths from node $r$ to every other node in the tree, with now each arc directed away from node $r$. When $r$ is designated as the node at infinity, we call the tree an in-tree rooted at infinity and has the property that every node $i$ in the tree has a unique infinite directed path $P_{i \infty}$.

Following [30], we will assume that the network ( $\mathcal{N}, \mathcal{A}, b, c$ )
(A1) is locally finite,
(A2) is finitely connected,
(A3) contains no finite or infinite directed cycles,
(A4) has finitely many nodes with in-degree 0
(A5) has integer-valued supplies; that is, $b_{i}$ is integer for all $i \in \mathcal{N}$
(A6) has nonnegative supplies; that is, $b_{i} \geq 0$ for all $i \in \mathcal{N}$,
(A7) has uniformly-bounded supplies; that is, $b \in \ell_{\infty}(\mathcal{N})$ and so there exists a $\bar{b}=\|b\|_{\infty}$ is the uniform upper bound on all node supplies, and
(A8) the arc costs are nonnegative; that is, $c_{i j} \geq 0$ for all $(i, j) \in \mathcal{A}$.
Assumption (A8) is not assumed in [30] but is needed here for reasons that will be remarked on below.

A vector $x$ satisfying constraints (6b) is a basic flow if the $\operatorname{arcs}\left\{(i, j) \in \mathcal{A}: x_{i j} \neq 0\right\}$ form a forest in $G$. Theorem 3.13 of [28] shows that every forest can be extended to a spanning tree of $G$. This ensures that every basic flow can be associated with (at least one) spanning tree. A basic flow is a basic feasible flow (bff) if the flow is also nonnegative.

Until now we have not set any assumptions on the costs of arcs. To do so, we introduce another concept: stages of nodes. As carefully detailed in [30], this requires some preprocessing. Identify all transshipment nodes with out-degree zero. Since no feasible flow will send positive flow along arcs into such nodes, they can be removed along with all of their incident arcs without loss of generality. Apply this rule recursively until no such nodes remain. Moreover, without loss of feasibility, each supply node has out-degree at least one - otherwise flow balance is violated. This establishes the following.

Proposition 2 (Proposition 2.1 in [30]). In every feasible instance of (CINF) whose underlying instance satisfies (A1)-(A7), each node has out-degree at least one without loss of generality.

We can now define stages of nodes. Stage 0 is the set of all nodes with in-degree 0 . From assumption (A4), this set is finite. Stage 1 consists of all nodes with in-degree 0 in the modified graph that results from removing all stage 0 nodes and their incident arcs. Observe that all Stage 1 nodes are incident to Stage 0 nodes in the graph. Repeat this procedure to construct the remaining stages. Since the graph is acyclic, each node is contained in exactly one stage. Let $\mathcal{S}_{t}$ denote the set of nodes in Stage $t$ and $s(i)$ denote the stage of node $i$. By construction, each stage is a finite collection of nodes. A key property for our dual-based methods is the following.

Lemma 1. For every $\operatorname{arc}(i, j) \in \mathcal{A}, s(i)<s(j)$.
Proof. Only after removing node $i$ will it be possible that $j$ has an in-degree of 0 since the $\operatorname{arc}(i, j)$ itself gives node $j$ an in-degree of at least one.

Since there are countably-many nodes, they can be numbered $1,2, \ldots$. There are many possible numberings, but we require that the numberings of nodes obeys the staging. That is, for every $i \in \mathcal{S}_{m}$ and $j \in \mathcal{S}_{n}$ with $m<n$, node $i$ is numbered before node $j$. Succinctly we write this as $i<j$.

We make the following assumptions on stages and structure of the costs of the graph.
(A9) there exist $\beta \in(0,1)$ and $\gamma \in(0,+\infty)$ such that for every $(i, j) \in \mathcal{A},\left|c_{i j}\right| \leq \gamma \beta^{s(i)}$, where $\beta$ can be interpreted as a discount factor,
(A10) there exists a finite uniform upper bound $G$ and the size of cardinality of each stage $t$; that is $\#\left(\mathcal{S}_{t}\right) \leq G$ for all $t$.
It is straightforward to see (by the dominated convergence theorem) that these assumptions imply that the sequence $c$ of costs is absolutely summable; that is, $\|c\|_{1}<\infty$.

Remark 2. The uniform upper bound on the cardinality of each stage $G$ is needed to get an analytical finite bound on the computational burden of each iteration of the algorithms we present below. Please see the proof of Proposition 6 for details. Finiteness of each iteration can still be established as long as

$$
\begin{equation*}
\sum \beta^{t} \#\left(\mathcal{S}_{t}\right)<\infty \tag{7}
\end{equation*}
$$

holds, but an analytical bound is challenging to establish without additional structure. For sake of clarity, development for the more general condition (7) is not explored. Assumption (S2) is natural in the deterministic DP setting, since often the set of states $S$ is not changing with time whereas costs and transitions between states do change.

Definition 1. Following [30], we call a network that satisfies assumptions (A1)-(A10) a pure supply network. A (CINF) problem with an underlying pure supply network is called a pure supply problem.

The name "pure supply" is inspired by assumption (A6), but also includes all the additional assumptions stated. As noted in [30], we can also handle the complementary setting where assumption (A6) is replaced by $b_{i} \leq 0$ for all $i \in \mathcal{N}$, by simply reversing arc directions and changing the signs of the demands.

### 3.1 Dynamic programming is a pure supply problem

We next show that deterministic dynamic programming falls within our focus class of network flow problems.

Proposition 3. The network flow problem (2) associated with dynamic program (1) is a puresupply problem.

Proof. Let $N$ denote the network underlying problem (2) and $G$ its associated graph. Hence, $G$ is locally finite (condition (A1)) under the stated assumption that $A_{s, t}$ is finite for all $s$ and $t$. As for local connectedness (condition (A2)), this holds given our structure of action sets and transitions. Indeed, we have assumed that $A_{s, t} \neq \emptyset$ for all $s, t$ and for every $s^{\prime} \in S_{t+1}$ there exists an $s \in S_{t}$ and $a \in A_{s, t}$ such that $s^{\prime}=\tau_{t}(s, a)$. This ensures finite connectedness since all nodes can trace a path back to $\left(s_{0}, 0\right)$ and so are connected (in the undirected sense that is required). Turning to the nonexistence of directed cycles (condition (A3)), there exists no arc from a node ( $s, t$ ) to a node $\left(s^{\prime}, t^{\prime}\right)$ with $t^{\prime} \leq t$. This makes both finite and infinite directed cycles impossible. Regarding 0
in-degree (condition (A4)), the only node with in-degree 0 is the starting node $\left(s_{0}, 0\right)$ and so there are clearly finitely-many such nodes. Conditions (A5)-(A7) hold since the right-hand of (2) only takes on values 0 and 1 . Turning to the stage structure, observe that stage $\mathcal{S}_{t}=\left\{(s, t): s \in S_{t}\right\}$. Conditions (A9) and (A10) then follow immediately by boundedness of immediate costs (property (S1)), cost discounting by $\delta$, and assumptions on the growth of states (property (S2)) stated in Section 2. Condition (A8) holds since $c_{t}(s, a)$ are nonnegative for all $s, a$, and $t$.

Remark 3. The previous result shows that the dynamic programming network flow problem can be studied using the methodology of [30]. As we argued in Lemma 14, the primal shadow simplex method of [17] also applies. One may also check that the primal simplex method of [34] is valid for this setting. The network structure of (2), if we explicitly add the implied constraints $x_{(s, t)\left(s^{\prime}, t+1\right)} \leq 1$ to the formulation, does satisfy the basic assumptions of [34] as well as the critical condition that the flow between stages is uniformly bounded (Proposition 2.5). The latter property is needed to ensure their simplex method converges in optimal value.

On the other hand, primal simplex methods described in [16,24] do not directly apply. Their methods crucially rely on nondegeneracy properties of the underlying hypernetwork that corresponds to a stochastic dynamic program. By contrast, (2) is highly degenerate since all but one node has a supply of zero. $\triangleleft$

### 3.2 Constructing trees and basic feasible flows in pure supply networks

The following properties of pure supply networks are used in our analysis of the dual-ascent method. Consider the following procedure:

Procedure 1 (Constructing a spanning tree). Given a pure supply network,
(i) for every node $i$ select a single outgoing arc $a_{i}$ (such an arc is guaranteed to exist by Proposition 2), and
(ii) construct the subgraph $T$ with arc set $\left\{a_{i}: i \in \mathcal{N}\right\}$.

Lemma 2 (Lemma 4.2 in [30]). A subgraph $T$ of a pure supply network is a spanning in-tree rooted at infinity if and only if it can be constructed by Procedure 1.

Consider also the following related procedure.
Procedure 2 (Constructing a basic flow from a tree). Given a spanning tree $T$ of a pure supply network, construct a flow $x^{T}$ as follows:
(i) initially set $x_{i}^{S}=0$ for all $i \in \mathcal{N}$
(ii) for each $i \in \mathcal{N}$, identify the unique path $P_{i \infty}$ from $i$ to infinity in $T$, with forward arcs $P_{i \infty}^{F}$ and backward $\operatorname{arcs} P_{i \infty}^{B}$, and add a flow of $b_{i}$ to all $\operatorname{arcs}$ in $P_{i \infty}^{F}$ and remove a flow of $b_{i}$ from all arcs in $P_{i \infty}^{B}$.

For a general spanning tree $T, x^{T}$ need not be a basic feasible flow. However, when $T$ is an in-tree rooted at infinity, this is indeed the case.

Lemma 3 (Lemma 4.4 in [30]). If $T$ is a spanning in-tree rooted at infinity in a pure supply network (e.g., if $T$ is constructed by Procedure 1) then $x^{T}$ is a basic feasible flow.

## 4 A dual-ascent method for pure-supply problems

We construct a simple dual-ascent method to solve (CINF), inspired by the success of dual-ascent methods for finite network flow problems. From [30], the dual problem to (6) is

$$
\begin{align*}
& D^{*}:= \max _{\pi}  \tag{8a}\\
& \sum_{i \in \mathcal{N}} b_{i} \pi_{i}  \tag{8b}\\
& \text { s.t. } \pi_{i}-\pi_{j} \leq c_{i j} \quad \text { for }(i, j) \in \mathcal{A}  \tag{8c}\\
& \pi \in c_{0},
\end{align*}
$$

where $c_{0}$ is the vector space of all sequences that converge to 0 . Let $D(\pi):=\sum_{i \in \mathcal{N}} b_{i} \pi_{i}$.
Weak duality for (6) and (8) was proved in [30], which is critical to our Dual-Ascent Method. We restate the result here for completeness.

Theorem 1 (Weak duality, Theorem 7.3 of [30]). In an instance of (6) where assumption (A1)(A10) hold, every primal feasible $x$ and dual feasible $\pi$ satisfy $Z(x) \geq D(\pi)$. In particular, if there exist a primal feasible $x^{*}$ and dual feasible $\pi^{*}$ such that $Z\left(x^{*}\right)=D\left(\pi^{*}\right)$ then $x^{*}$ is an optimal solution to (6) and $\pi^{*}$ is an optimal solution to (8).

We also point out that that there is a natural pairing between the space $c_{0}$ and the finite signed measures over the time-indexed state and action pairs (this was discussed in Section 2.1). Thus, the standard arguments of [2] for weak duality also hold in view of this pairing.

The idea of a dual-ascent method is to iteratively generate dual feasible solutions $\pi^{n}$ that strictly improves $D\left(\pi^{n}\right)$ (unless a termination condition is reached). Each iteration of our algorithm adjusts $\pi$ at a single node $i$, incrementing it by the slack value $s_{i j}=c_{i j}+\pi_{j}-\pi_{i}$ of constraint (8b) for some $j$ where $(i, j) \in \mathcal{A}$. This construction implies that $\pi_{i}$ maintains the cost of a finite path from node $i$ to some node $j$ in the graph. Our algorithm chooses the node $i$ that admits the largest possible increase in the value of $\pi$. That is, node $i$ is chosen so that $s_{i j}$ is as large as possible and yet still maintains dual feasibility. Since the $s_{i j}$ are nonnegative for all $(i, j) \in \mathcal{A}$, this implies that $\pi$ is strictly increased at each iteration unless all $s_{i j}$ are zero. Careful details follow.

The following provides an alternate interpretation of the updating rule (12).
Lemma 4. For all $i$ and $n$, the iterate $\pi_{i}^{n}$ of the Dual-Ascent Method satisfies

$$
\pi_{i}^{n}= \begin{cases}\pi_{i^{n}}^{n-1}+s_{i^{n} j^{n}}^{n} & \text { if } i=i^{n}  \tag{13}\\ \pi_{i}^{n-1} & \text { otherwise }\end{cases}
$$

Proof. Observe that $c_{i^{n} j^{n}}+\pi_{j^{n}}^{n-1}=\pi_{i}^{n-1}+s_{i^{n} j^{n}}^{n}$ by (9) and so we can alternately express the updating (12) of $\pi_{i}^{n}$ as in (13).

Remark 4. It is important to point out the possibility that the same node $i^{n}$ may be visited more than once by the algorithm. Observe that when an arc $a=\left(i^{n_{1}}, j^{n_{1}}\right)$ is selected at time $n_{1}$, then (12) ensures that $s_{i^{n_{1}} j^{n_{1}}}^{n_{1}+1}=0$ when the algorithm next visits (9). That is,

$$
\begin{equation*}
\pi_{i^{n_{1}}}^{n_{1}}-\pi_{j^{n_{1}}}^{n_{1}}=c_{i^{n_{1}} j^{n_{1}}} \tag{14}
\end{equation*}
$$

This implies $s_{i^{n_{1}} j^{n_{1}}}^{n_{1}+1}=0$ and so node $i^{n_{1}}$ will not be immediately selected as $i^{n_{1}+1}$ at iteration $n_{1}+1$. However, we now show it is possible for $s_{i^{n_{1}} j^{n_{1}}}^{n_{1}}>0$ at a later iteration for some iteration

## Dual-Ascent Method

1. (Initialization) Input a pure supply network (that is, an infinite network satisfying assumptions (A1)-(A10)) and set $\pi_{i}^{0}=0$ for all $i \in \mathcal{N}$ and $n=1$.
2. (Construct slacks) Set

$$
\begin{array}{ll}
s_{i j}^{n} \leftarrow c_{i j}+\pi_{j}^{n-1}-\pi_{i}^{n-1} & \text { for all }(i, j) \in \mathcal{A}, \\
s_{i}^{n} \leftarrow \min _{j \in O(i)} s_{i j}^{n} & \text { for all } i \in \mathcal{N} \\
s^{n} \leftarrow \max _{i \in \mathcal{N}} s_{i}^{n} . & \tag{11}
\end{array}
$$

3. (Check for termination) If $s^{n}=0$ then terminate. Else go to 4 .
4. (Update $\pi^{n}$ ) Set $i^{n} \in \arg \max _{i \in \mathcal{N}} s_{i}^{n}$ and $j^{n} \in \arg \min _{j \in O(i)} s_{i^{n} j}^{n}$ and update

$$
\pi_{i}^{n} \leftarrow \begin{cases}\pi_{j^{n}}^{n-1}+c_{i^{n} j^{n}} & \text { if } i=i^{n}  \tag{12}\\ \pi_{i}^{n-1} & \text { otherwise }\end{cases}
$$

5. (Update $n$ ) Increment $n$ to $n+1$ and go to step 2.
$n_{2}$, allowing the possibility that $i^{n_{2}}=i^{n_{1}}$. Suppose $i^{n_{2}-1}=j^{n_{1}}$ (that is, the head node of arc $a$ is selected immediately before iteration $n_{2}$ ) and neither node incident to arc $a$ was selected since iteration $n_{1}$. This implies that (14) still holds at iteration $n_{2}-1$; that is,

$$
\begin{equation*}
\pi_{i^{n_{1}}}^{n_{2}-1}-\pi_{j^{n_{1}}}^{n_{2}-1}=c_{i^{n_{1}} j^{n_{1}}} . \tag{15}
\end{equation*}
$$

Now, suppose $\operatorname{arc}\left(j^{n_{1}}, j^{n_{2}-1}\right)$ is the arc selected in iteration $n_{2}-1$. This implies

$$
\begin{equation*}
\pi_{j^{n_{1}}}^{n_{2}}=\pi_{j^{n_{1}}}^{n_{2}-1}+c_{j^{n_{1}} j^{n_{2}-1}} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{i^{n_{1}}}^{n_{2}}=\pi_{i^{n_{1}}}^{n_{2}-1} . \tag{17}
\end{equation*}
$$

Putting equations (15)-(17) together implies

$$
\begin{aligned}
\pi_{i^{n_{1}}}^{n_{2}}-\pi_{j^{n_{1}}}^{n_{2}} & =\pi_{i^{n_{1}}}^{n_{2}-1}-\pi_{j^{n_{1}}}^{n_{2}-1}-c_{i^{n_{1}} j^{n_{1}}} \\
& =c_{i^{n_{1}} j^{n_{1}}}-c_{i^{n_{1}} j^{n_{1}}} \\
& <c_{i^{n_{1}} j^{n_{1}}},
\end{aligned}
$$

under the assumption of nonnegative costs and assuming for sake of argument that $c_{j^{n-1} j^{n_{2}-1}}>0$. This implies that $s_{i^{n_{1}} j^{n_{1}}}^{n_{2}}>0$, allowing for the possibility that $i^{n_{2}}=i^{n_{1}}$. This return to a previously processed node may cause the reader to worry the algorithm cycles. The issue of cycling is addressed below in Remark 6 . $\triangleleft$

The following observations give us greater insights into the Dual-Ascent Method. The first key observation is that iterates are dual feasible solutions.

Proposition 4 (Dual feasibility of iterates). For all $n$, the iterates $\pi^{n}$ of the Dual-Ascent Method are feasible to (CINFD).

Proof. We argue inductively. For the base $(n=0)$ case, plugging $\pi^{0}$ into ( 8 b ) reveals $0 \leq c_{i j}$ for all $(i, j) \in \mathcal{A}$ and clearly $\pi^{0} \in c_{0}$. Thus, $\pi^{0}$ satisfies (8b) and (8c) and so is dual feasible.

For the inductive step, suppose $\pi^{n-1}$ is dual feasible and argue the same is true for $\pi^{n}$. It suffices to check that $s_{i j}^{n+1} \geq 0$ for all $\operatorname{arcs}(i, j) \in \mathcal{A}$. If arc $(i, j)$ is such that neither $i$ nor $j$ are equal to $i^{n}$ then $s_{i j}^{n+1} \geq 0$ follows by induction. Next suppose $j=i^{n}$ in $\operatorname{arc}(i, j) \in \mathcal{A}$ and hence

$$
\begin{aligned}
s_{i i^{n}}^{n+1} & =c_{i i^{n}}+\pi_{i^{n}}^{n}-\pi_{i}^{n} \\
& =c_{i i^{n}}+\pi_{i^{n}}^{n}-\pi_{i}^{n-1} \\
& \geq c_{i i^{n}}+\pi_{i^{n}}^{n-1}-\pi_{i}^{n-1} \\
& =s_{i i^{n}}^{n} \\
& \geq 0
\end{aligned}
$$

where the second equality holds since $\pi^{n}=\pi_{i}^{n-1}$, the first inequality uses the fact that $\pi_{i^{n}}^{n} \geq \pi_{i^{n}}^{n-1}$ from (13) and the inductive hypothesis that $s_{i^{n} j^{n}}^{n} \geq 0$, and the third equality holds by the definition of $s_{i i^{n}}^{n}$ and the final inequality holds by the inductive hypothesis.

Next, suppose $(i, j)$ is such that $i=i^{n}$. Then we have for all $j \in O(i)$,

$$
\begin{aligned}
s_{i^{n} j}^{n+1} & =c_{i^{n} j}+\pi_{j}^{n}-\pi_{i^{n}}^{n} \\
& =c_{i^{n} j}+\pi_{j}^{n}-\pi_{i^{n}}^{n-1}-s_{i^{n} j^{n}}^{n} \\
& =s_{i^{n} j}^{n}-s_{i^{n} j^{n}}^{n} \\
& \geq 0,
\end{aligned}
$$

where the second equality uses (13), the third equality uses the definition of $s_{i^{n} j}^{n}$ and the inequality uses the fact that $s_{i^{n} j^{n}}=\min _{j \in O\left(i^{n}\right)} s_{i^{n} j}^{n}$.

It only remains to argue that $\pi^{n} \in c_{0}$. Note that the updating process of $\pi^{n-1}$ in Step 3 of the Dual-Ascent Method changes at most one entry from $\pi^{n-1}$ to $\pi^{n}$. Hence, since $\pi_{i}^{0}=0$ for all $i \in \mathcal{N}, \pi^{n}$ has at most $n$ nonzero entries, implying $\pi^{n} \in c_{0}$.

Proposition 4 implies, in particular, that $s_{i j}^{n} \geq 0$ for all $(i, j) \in \mathcal{A}$ and for all $n$. The next result discusses the termination condition, which is related to the values of the slacks.

Proposition 5 (Optimality upon termination). If the termination condition $s^{n}=0$ in the DualAscent Method is reached at iteration $n, \pi^{n-1}$ is an optimal dual solution. Moreover, a primal optimal flow can be constructed at termination.
Proof. By Proposition 4, $\pi^{n-1}$ is a dual feasible solution. If $s^{n}=0$ then $s_{i}^{n}=0$ for all $i$ and thus for every node $i$ there exists an arc $(i, j)$ with $\pi_{i}^{n-1}-\pi_{j}^{n-1}=c_{i j}$. Construct a tree $T$ using Procedure 1 where $(i, j)$ is chosen for each node $i$. By Lemma 2, the resulting tree $T$ is a spanning in-tree rooted at infinity and so the flow $x^{T}$ constructed using Procedure 2 is a basic feasible flow by Lemma 3 .

Next, we argue that $\pi^{n-1}$ and $x^{T}$ have the same objective values; that is, $D\left(\pi^{n-1}\right)=Z\left(x^{T}\right)$. Indeed,

$$
Z\left(x^{T}\right)=\sum_{(i, j) \in \mathcal{A}} c_{i j} x_{i j}^{T}
$$

$$
\begin{aligned}
& =\sum_{(i, j) \in T} c_{i j} x_{i j}^{T} \\
& =\sum_{i \in \mathcal{N}} \sum_{(j, k) \in P_{i \infty}} b_{i} c_{j k} \\
& =\sum_{i \in \mathcal{N}} b_{i}\left[\sum_{(i, j) \in P_{i \infty}}\left(\pi_{j}^{n-1}-\pi_{k}^{n-1}\right)\right] \\
& =\sum_{i \in \mathcal{N}} b_{i} \pi_{i}^{n-1} \\
& =D\left(\pi^{n-1}\right)
\end{aligned}
$$

where the first equality is the definition of $Z\left(x^{T}\right)$, the second equality uses the fact that $x_{i j}^{T}=0$ for $(i, j) \notin T$, the third equality is the method of constructing basic feasible solutions in Procedure 2, the fourth equality uses the fact that $s_{i j}=0$ for all $\operatorname{arcs}(i, j)$ in $T$ and so $c_{i j}=\pi_{i}^{n-1}-\pi_{j}^{n-1}$, the fifth equality comes from telescoping along the path $P_{i \infty}$, and the final equality is the definition of $D\left(\pi^{n-1}\right)$.

Since $Z\left(x^{T}\right)=D\left(\pi^{n-1}\right)$ and $x^{T}$ is primal feasible and $\pi^{n-1}$ is dual feasible, Theorem 1 implies $\pi^{n-1}$ is an optimal dual solution and $x^{T}$ is a primal optimal flow.

The next results discuss interpretations of the dual iterates $\pi^{n}$.
Lemma 5. For all $i$ and $n$, the iterate $\pi_{i}^{n}$ of the Dual-Ascent Method is the cost of a finite out-tree from node $i$ (and possibly an empty tree with no arcs and cost 0 ).

Proof. This follows by induction. For the base case, note that $\pi_{i}^{0}=0$ is the cost of an empty directed tree. The inductive hypothesis is that for all $i, \pi_{i}^{n-1}$ is the cost of a finite out-tree from node $i$. By the updating formula (12), when $i \neq i^{n}, \pi_{i}^{n}=\pi_{i}^{n-1}$ and clearly $\pi_{i}^{n-1}$ is the cost of a finite out-tree from node $i$ by the inductive hypothesis. When $i=i^{n}$, we know that there is a finite out-tree $T$ from node $j^{n}$ with cost $\pi_{j^{n}}^{n-1}$. Consider adding arc $\left(i^{n}, j^{n}\right)$ to $T$. The only worry is that adding this arc creates a cycle, which only happens where $j^{n}$ is in $T$ already. However, if $j^{n}$ is in $T$ already, adding $\left(i^{n}, j^{n}\right)$ creates a finite directed cycle. Under assumption (A3) this cannot happen. Hence, adding $\left(i^{n}, j^{n}\right)$ to $T$ creates a finite out-tree from node $i$ and thus $\pi_{i}^{n}$ is the cost of that newly created tree. This completes the argument.

Remark 5. Note that it need not be the case that the $T$ defined in the proof of the previous lemma is a directed path. Indeed, the possibility that a node $i$ is visited more than once by the algorithm (as discussed in Remark 4) gives rise to this possibility. $\triangleleft$

The next results concern the "computational finiteness" of the algorithm. In particular, there is an important step (equation (11)) that naïvely could involve infinite work if the maximum that defines $s^{n}$ is attained at all. The next two results resolve this issue. Observe that the minimum defining $s_{i}^{n}$ in (10) is attained since $O(i)$ is a finite set by assumption (A1).

Lemma 6. The slack variable $s^{n}$ defined in (11) is well-defined; that is, despite the fact $\mathcal{N}$ is infinite, the maximum defining $s^{n}$ is finite and attained.

Proof. First, we show each $s_{i j}^{n}$ is finite. All $\pi_{i}$ can be bounded above by $\|c\|_{1}$ since $\pi_{i}$ is the length of a finite out-tree in the graph (by Lemma 5) which is bounded by the sum of all costs $\|c\|_{1}$ of all arcs in the graph (this uses assumption (A8)). This implies that $s_{i j}^{n}=c_{i j}+\pi_{j}^{n-1}-\pi_{i}^{n-1} \leq 4\|c\|_{1}<\infty$. This gives a uniform upper bound on the $s_{i j}^{n}$, and so $s_{i}^{n}$ and $s^{n}$ are all finite.

Next, we claim that $s_{i}^{n}$ converges to 0 as $i \rightarrow \infty$. This will imply there exists an $M$ such that $\max _{i \in \mathcal{N}} s_{i}^{n} \leq \max _{i \in\{1,2, \ldots, M\}} s_{i}^{n}$. By Lemma 1, the stage $s(j)$ of node $j$ for any $(i, j) \in \mathcal{A}$ is in a stage greater than $s(i)$. Hence, the out-trees that defines $\pi_{i}^{n}$ and $\pi_{j}^{n}$ consist of arcs with tail nodes in stage at least $s(i)$. As $i$ goes to infinity, $s(i) \rightarrow \infty$ since nodes are numbered according to stages and each stage contains finitely many nodes. Thus, $\pi_{i}^{n} \rightarrow 0, \pi_{j}^{n} \rightarrow 0$, and $c_{i j} \rightarrow 0$ as $i \rightarrow \infty$. This implies $s_{i j}^{n} \rightarrow 0$ as $i \rightarrow \infty$ for all $j \in O(i)$ and thus $s_{i}^{n} \rightarrow 0$ as $i \rightarrow \infty$. This completes the argument.

Proposition 6 (Finite implementability). If $s^{n} \neq 0$ then steps 2 to 5 of the Dual-Ascent Method can be executed in finite time at iteration $n$ of the algorithm.

Proof. It suffices to argue that, for a given $n$, only finitely many $\operatorname{arcs}(i, j) \in \mathcal{A}$ need to be visited in step 2 to compute $s^{n}$ (in equation (11)). This also means that $i^{n}$ and $j^{n}$ in Step 4 can be computed in finite time and equation (12) can be executed in finite time.

The way we argue that only finitely many $(i, j) \in \mathcal{A}$ need to be visited is as follows. Since $s^{n} \neq 0$ then there exists a first node $i^{*}$ such that $s_{i^{*}}^{n}>0$. Let $\delta_{n} \triangleq s_{i^{*}}^{n}>0$. We will show how to construct an $M_{n}$ such that

$$
\begin{equation*}
s_{j}^{n} \leq \delta_{n} \text { for all } j \geq M_{n} . \tag{18}
\end{equation*}
$$

This means that the $\arg \max _{i \in \mathcal{N}} s_{i}^{n}$ in equation (11) contain an element less than $M_{n}$. This implies that only the arcs $(i, j)$ incident with a node $i, j \leq M_{n}$ need to be processed in equation (9) and only nodes $i \leq M_{n}$ need to be processed in equation (10).

Thus, the goal turns to constructing an $M_{n}$. We start by developing $s_{j}^{n}$ from the right-hand side of (18):

$$
\begin{align*}
s_{j}^{n} & =\min _{k \in O(j)} s_{j k}^{n} \\
& =\min _{k \in O(j)}\left(c_{j k}+\pi_{k}^{n-1}-\pi_{j}^{n-1}\right) \tag{19}
\end{align*}
$$

using equations (9) and (10). Towards (18), we want to upper bound on (19). For the first term in the minimization we have

$$
\begin{equation*}
c_{j k} \leq \gamma \beta^{s(j)} \tag{20}
\end{equation*}
$$

from (A9). Next, we bound $\pi_{n-1}^{k}$, the second term in (19). From Lemma 5, $\pi_{k}^{n}$ is the cost of a (finite) out-tree from node $k$. Thus, all the nodes in the tree associated with node $k$ must be stage $s(k)$ or later (and thus certainly the nodes involved in the arcs of that tree are labeled $k$ or higher). Accordingly, we can write:

$$
\begin{aligned}
\pi_{k}^{n} & \leq \sum_{(p, q): p \geq k} c_{p q} \\
& \leq\left(\sum_{s=s(k)}^{\infty} \sum_{(p, q): s(p)=s} \gamma \beta^{s}\right)
\end{aligned}
$$

$$
\begin{equation*}
=\gamma G \sum_{s=s(k)}^{\infty} \beta^{s} \tag{21}
\end{equation*}
$$

Hence, we can continue from (19):

$$
\begin{align*}
s_{j}^{n} & =\min _{k \in O(j)} s_{j k}^{n} \\
& \leq \min _{k \in O(j)}\left(c_{j k}+\pi_{k}^{n-1}\right)  \tag{22}\\
& \leq \min _{k \in O(j)}\left(\gamma \beta^{s(k)}+\gamma G \sum_{s=s(k)}^{\infty} \beta^{s}\right)  \tag{23}\\
& \leq \gamma \beta^{s(j)}+\gamma G \sum_{s=j}^{\infty} \beta^{s} g(s)  \tag{24}\\
& \leq \gamma\left(\beta^{s(j)}+G \beta^{j} \frac{1}{1-\beta}\right) \\
& \leq \gamma\left(\beta^{s(j)}+G \beta^{s(j)} \frac{1}{1-\beta}\right)  \tag{25}\\
& =\gamma \beta^{s(j)}\left(1+\frac{G}{1-\beta}\right) \tag{26}
\end{align*}
$$

where (22) follows by dropping the negative $\pi_{j}^{n-1}$ terms and (23) uses (20) and (21). As for (24), this follows since $\beta^{s(j)} \leq \beta^{s(k)}$ for all $k \in O(j)$ by Lemma 1. Finally, (25) holds since $s(j) \leq j$ (each stage has at least one node).

Recall our target condition (18). In (26) we have

$$
s_{j}^{n} \leq \gamma \beta^{s(j)}\left(1+\frac{G}{1-\beta}\right)
$$

and so we can guarantee (18) for any $j$ that satisfies

$$
\beta^{s(j)}\left(1+\frac{G}{1-\beta}\right) \leq \frac{\delta_{n}}{\gamma}
$$

We want to turn this into an expression of the form $j \geq \ldots$ Observe that

$$
\begin{aligned}
& \beta^{s(j)}\left(1+\frac{G}{1-\beta}\right) \leq \frac{\delta_{n}}{\gamma} \\
\Longleftrightarrow & \beta^{s(j)} \leq \frac{\frac{\delta_{n}}{\gamma}}{\left(1+\frac{G}{1-\beta}\right)} \\
\Longleftrightarrow & s(j) \geq \frac{\ln \left(\frac{\frac{\delta_{n}}{\gamma}}{\left(1+\frac{G}{1-\beta}\right)}\right)}{\ln \beta} .
\end{aligned}
$$

That is, as long as $j \geq M_{n}$ where
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$M_{n} \triangleq s^{-1}\left(\left\lceil\frac{\ln \left(\frac{\frac{\delta_{n}}{\gamma}}{\left(1+\frac{G}{1-\beta}\right)}\right)}{\ln \beta}\right\rceil\right)$
then our target condition (18) holds.
An important observation is that the termination condition $s^{n}=0$ of the DuAL-Ascent Method cannot, in general, be verified in finite time. Interestingly, if the algorithm reaches a stage where the condition is true, then the current solution is optimal (via Proposition 5) but there is no way (in finite time) to know that this is the case. However, Proposition 6 says that if we ignore Step 3 and we happen to be in the condition that $s^{n} \neq 0$, then all other steps of the algorithm can be processed in finite time. It is in this sense that we say that the Dual-Ascent Method is finitely-implementable. A similar phenomenon was observed in [16].

We now turn to the asymptotic performance of the Dual-Ascent Method. That is, we consider the limiting behavior of the iterates as $n$ tends towards infinity.

Lemma 7 (Convergence to dual feasibility). The sequence of iterates $\pi^{n}$ of the Dual-Ascent Method converges pointwise to a dual feasible vector $\pi^{*}$ as $i \rightarrow \infty$. That is, $\pi_{i}^{n} \rightarrow \pi_{i}^{*}$ as $n \rightarrow \infty$ for all $i \in \mathcal{N}$.

Proof. We first show that the $\pi^{n}$ converge pointwise. As argued in the proof of Lemma 6 , the $\pi_{i}^{n}$ are nonnegative and uniformly bounded above by $\|c\|_{1}$. Moreover, since $c_{i j} \geq 0, \pi_{i}^{n}$ is monotone nondecreasing as a sequence in $n$. Hence, for each $i$, the sequence $\pi_{i}^{n}$ converges to some limit, say $\pi_{i}^{*}$. Let $\pi^{*}=\left(\pi_{i}^{*}: i=1,2, \ldots\right)$.

Next, we argue that $\pi^{*}$ is dual feasible. From Proposition 4 we know $c_{i j}+\pi_{j}^{n}-\pi_{i}^{n} \geq 0$ for all $n$. Hence $\lim _{n \rightarrow \infty}\left(c_{i j}+\pi_{j}^{n}-\pi_{i}^{n}\right) \geq 0$ or $c_{i j}+\pi_{j}^{*}-\pi_{i}^{*} \geq 0$ and $\pi^{*}$ satisfies ( 8 b ). It remains to argue that $\pi^{*}$ is in $c_{0}$. Suppose otherwise. There exists a subsequence $\left\{i_{k}\right\}_{k=1}^{\infty}$ of nodes such that

$$
\begin{equation*}
\pi_{i_{k}}^{*}>\epsilon \text { for some } \epsilon>0 \tag{28}
\end{equation*}
$$

As argued in the previous paragraph, $\pi_{i_{k}}^{n} \rightarrow \pi_{i_{k}}^{*}$ as $n \rightarrow \infty$. Via Lemma 5, we know $\pi_{i_{k}}^{n}$ is the cost of a finite out-tree $T^{n}$ from node $i_{k}$. By Lemma 1, all arcs in $T^{n}$ have tails in stage $s\left(i_{k}\right)$ or higher. Thus by assumption (A9), the cost of every $\operatorname{arc}$ in $T^{n}$ is bounded by $\gamma \beta^{s(i)}$. Moreover, we can upper bound the number of arcs in $T^{n}$ by $\sum_{t=s\left(i_{k}\right)}^{s_{n}} G$, where $s_{n}$ is the stage of the largest head node of an arc of $T^{n}$ (such an arc exists since $T^{n}$ is finite). Thus, $\pi_{i_{k}}^{n} \leq \sum_{t=s\left(i_{k}\right)}^{s_{n}} G \gamma \beta^{s\left(i_{k}\right)}$, which converges to 0 as $k$ goes to infinity. This implies that there exist $k_{0}$ and $n_{0}$ such that $\pi_{i_{k}}^{n} \leq \epsilon$ for $n \geq n_{0}$ and $k \geq k_{0}$. Since $\pi_{i_{k}}^{n} \rightarrow \pi_{i_{k}}^{*}$ as $n \rightarrow \infty$, this implies that $\pi_{i_{k}}^{*} \leq \epsilon$ for $k$ sufficiently large. This contradicts (28), completing the proof.

Lemma 8 (Slacks tend to zero). The $s_{i}^{n}$ defined in (10) of the Dual-Ascent Method satisfy $\lim _{n \rightarrow \infty} s_{i}^{n} \rightarrow 0$ for all $i \in \mathcal{N}$.

Proof. We proceed by contradiction. Suppose not so that there exists an $i \in \mathcal{N}$, an $\epsilon>0$, and a subsequence $s_{o}^{n_{k}}$ of the $s_{i}^{n}$ such that $s_{i}^{n_{k}}>\epsilon>0$ for all $k$. This implies that $s^{n}>\epsilon$ for infinitely
many $n$. Hence, from (13) in Lemma 4, an entry of $\pi^{n}$ is increased by at least $\epsilon>0$ infinitely often. But this is impossible since $\pi_{i}^{n}$ is the cost of a finite out-tree from node $i$, which is bounded above by $\|c\|_{1}$.

Theorem 2 (Convergence to dual optimality). The sequence of iterates $\pi^{n}$ generated by the Dual-Ascent Method converge pointwise to an optimal dual solution $\pi^{*}$.

Proof. By Lemma 7, the limit sequence $\pi^{*}$ exists and is dual feasible. Let $s_{i j}^{*}:=c_{i j}+\pi_{j}^{*}-\pi_{i}^{*}$, which denotes the slacks of the dual constraints (8b) for the dual solution $\pi^{*}$. Since $\pi_{j}^{n} \rightarrow \pi_{j}^{*}$ and $\pi_{i}^{n} \rightarrow \pi_{i}^{*}$ as $n \rightarrow \infty$,

$$
\begin{equation*}
s_{i j}^{n} \rightarrow c_{i j}+\pi_{j}^{*}-\pi_{i}^{*}=s_{i j}^{*} \tag{29}
\end{equation*}
$$

as $n \rightarrow \infty$. From Lemma 8, for all $i, s_{i}^{n} \rightarrow 0$. By the pigeon-hole principle, for every $i$ there exists a $j \in O(i)$ such that $s_{i}^{n}=s_{i j}^{n}$ for infinitely many $n$. Restricting to the subsequence $n_{k}$ of the $n$ such that $s_{i}^{n_{k}}=s_{i j}^{n_{k}}, s_{i j}^{*}=\lim _{k} s_{i}^{n_{k}}=0$, using (29) and Lemma 8, respectively (and noting all subsequences of convergent sequences have the same limit). This implies that for each node $i$, we can identify an arc $(i, j)$ such that $s_{i j}^{*}=0$.

By Lemma 2, the subgraph $T^{*}$ of $G$ consisting of the identified arcs where $s_{i j}^{*}=0$ form a spanning in-tree rooted at infinity. Thus, by Lemma 3, the associated basic feasible flow $x^{T^{*}}$, constructed by Procedure 2, is a basic feasible flow. We note that $Z\left(x^{T^{*}}\right)=D\left(\pi^{*}\right)$. This is precisely the same argument captured in the string of equalities in the proof of Proposition 5, replacing $T$ with $T^{*}$ and $\pi^{n-1}$ with $\pi^{*}$. Finally, by Theorem $1, Z\left(x^{T^{*}}\right)=D\left(\pi^{*}\right)$ implies $\pi^{*}$ is an optimal dual solution (and $x^{T^{*}}$ is a primal optimal flow).

Remark 6. It is useful to note that it is impossible for the sequence of iterates to cycle; that is, revisit an earlier value for $\pi$. The reason is that the updating of $\pi$ (as reformulated in (13)) always occurs when $s_{i^{n} j^{n}}^{n}$ is strictly bigger than zero (otherwise the method terminates in step 3 ). $\triangleleft$

Remark 7. The proof of Theorem 2 establishes the existence of a primal optimal solution $x^{T^{*}}$ and a dual optimal solution $\pi^{*}$ with the same objective value, that is, $Z\left(x^{T^{*}}\right)=D\left(\pi^{*}\right)$. In other words, the Dual-Ascent Method can be used to establish the strong duality of (CINF) and (CINFD) under assumptions (A1)-(A10). This was established in [30] using a primal simplex method, and in previous papers (such as [26,34]) using topological arguments. $\triangleleft$

As the above results show, the Dual-Ascent Method produces a sequence of improving dual feasible solutions that pointwise converge to an optimal dual solution. In other words, the DualAscent Method is an approach to solve the dual of the pure supply problem (6). Another usage is to develop optimality error bounds for the primal problem in finite time. In [30], the authors propose a primal simplex method that generates an improving sequence of primal feasible iterates that converge in value to optimality. Running the primal simplex method and dual ascent method in parallel produces a primal feasible solution $x^{n}$ and dual feasible solution $\pi^{n}$ after $n$ iterations of each algorithm. The optimality error $Z\left(x^{n}\right)-Z^{*}$ of the primal is thus bounded by $D\left(\pi^{n}\right)-Z\left(x^{n}\right)$ after finitely many iterations of both algorithms. In the next section, we show how to adjust the Dual-Ascent Method to produce a sequence of primal and dual feasible iterates simultaneously, and whose structures are related, by devising a primal-simplex method.

## Primal-Dual Method

1. (Initialization) Input a pure supply network (that is, an infinite network satisfying assumptions (A1)-(A10)) and set $\pi_{i}^{0}=0$ for all $i \in \mathcal{N}, B^{0}=$ $\left\{i \in \mathcal{N}: c_{i j}=0\right.$ for some $\left.j \in O(i)\right\}$, and $n=1$. For every $i \in \mathcal{N}$ select a single $\operatorname{arc} a_{i}=(i, j)$ such that $c_{i j}=\min \left\{c_{i j}: j \in O(i)\right\}$ and $T^{0}=\left\{a_{i}: i \in \mathcal{N}\right\}$
2. (Construct initial slacks) Set

$$
\begin{array}{ll}
s_{i j}^{n} \leftarrow c_{i j}+\pi_{j}^{n-1}-\pi_{i}^{n-1} & \text { for all }(i, j) \in \mathcal{A}, \\
s_{i}^{n} \leftarrow \min _{j \in O(i)} s_{i j}^{n} & \text { for all } i \in \mathcal{N} \tag{31}
\end{array}
$$

3. (Termination check) Set $s^{n} \leftarrow \max _{i \in \mathcal{N}} s_{i}^{n}$. If $s^{n}=0$ then terminate. Else go to Step 4.
4. (Balancing step) Set $i^{n} \in \arg \max _{i \in \mathcal{N}} s_{i}^{n}, j^{n} \in \arg \min _{j \in O(i)} s_{i^{n} j}^{n}$, and

$$
\begin{align*}
& \pi_{i}^{n} \leftarrow \begin{cases}\pi_{j^{n}}^{n-1}+c_{i^{n} j^{n}} & \text { if } i=i^{n} \\
\pi_{i}^{n-1} & \text { otherwise } .\end{cases}  \tag{32}\\
& s_{i j}^{n} \leftarrow c_{i j}+\pi_{j}^{n}-\pi_{i}^{n} \text { for all }(i, j) \in \mathcal{A} \text { with } i=i^{\prime} \text { or } j=i^{\prime}  \tag{33}\\
& s_{i}^{n} \leftarrow \min _{j \in O(i)} s_{i j}^{n} \text { for all } i \in \mathcal{N}  \tag{34}\\
& B^{n} \leftarrow B^{n-1} \cup\left\{i^{n}\right\}  \tag{35}\\
& T^{n} \leftarrow T^{n-1} \cup\left\{\left(i^{n}, j^{n}\right)\right\} \backslash\left\{(i, j) \in T^{n-1}: i=i^{n}\right\} \tag{36}
\end{align*}
$$

5. (Rebalancing step)
while $\left\{i \in B^{n} \mid s_{i}^{n}>0\right\} \neq \emptyset$

$$
\begin{align*}
i^{\prime} & \leftarrow \max \left\{i \in B^{n} \mid s_{i}^{n}>0\right\}  \tag{37}\\
j^{\prime} & \leftarrow \text { a node } j^{\prime} \in O\left(i^{\prime}\right) \text { such that } s_{i^{\prime} j^{\prime}}^{n}=s_{i}^{n}  \tag{38}\\
\pi_{i^{\prime}}^{n} & \leftarrow \pi_{j^{\prime}}^{n}+c_{i^{\prime} j^{\prime}}^{n}  \tag{39}\\
s_{i j}^{n} & \leftarrow c_{i j}+\pi_{j}^{n}-\pi_{i}^{n} \text { for all }(i, j) \in \mathcal{A} \text { with } i=i^{\prime} \text { or } j=i^{\prime}  \tag{40}\\
s_{i}^{n} & \leftarrow \min _{j \in O(i)} s_{i j}^{n} \text { for all } i \in \mathcal{N}  \tag{41}\\
T^{n} & \leftarrow T^{n} \cup\left\{\left(i^{\prime}, j^{\prime}\right)\right\} \backslash\left\{(i, j) \in T^{n}: i=i^{\prime}\right\} \tag{42}
\end{align*}
$$

endwhile
6. (Update $x^{n}$ ) Set

$$
\begin{equation*}
x^{n} \leftarrow x^{T^{n}} \tag{43}
\end{equation*}
$$

where $x^{T^{n}}$ is as constructed in Procedure 2.
7. (Update $n$ ) Set $n \leftarrow n+1$ and go to Step 3 .

## 5 A primal-dual method for pure supply problems

We now develop a primal-dual method. It is standard practice in the finite-dimensional setting to develop first a dual-ascent method and then modify it slightly (mostly by just tracking more of what is already generated in the dual ascent case) to construct a primal-dual method that maintains a sequence of both primal and dual feasible iterates. The connection between the primal and dual feasible solution is through the following notion.

Definition 2. An arc $(i, j)$ is balanced with respect to $\pi \in \mathbb{R}^{\mathcal{N}}$ if $\pi_{i}-\pi_{j}=c_{i j}$.
In the finite-dimensional setting, the dual feasible iterates $\pi^{n}$ are built so that they correspond to costs of a forest of balanced arcs (with respect to $\pi^{n}$ ). This forest can then be extended to a spanning tree, and thus a primal feasible flow (typically using some max flow algorithm). As the algorithm proceeds, arcs are added to this forest and eventually there is a dual feasible iterate found that corresponds (in cost) to a spanning tree of balanced arcs. Then an argument very similar to the proof of Proposition 5 produces an optimal dual solution and optimal primal feasible solution.

The issue in our setting is that the dual iterates in the Dual-Ascent Method do not correspond to forests of balanced arcs. This was noted in Remark 4, that arcs can become "unbalanced" as the method proceeds. This highlights a difference between our Dual-Ascent Method and the typical methods in the finite-dimensional setting. We carefully leverage the pure supply structure of the underlying network to avoid running max-flow calculations in each iteration (as, for instance, is done in Chapter 7 of [7]). We adapt the method to maintain as much of its underlying simplicity as possible.

Accordingly, we adapt the method not to maintain a forest of balanced arcs (as in the finitedimensional case), but instead of growing set of balanced nodes, defined as follows.

Definition 3. A node $i$ is balanced with respect to $\pi \in \mathbb{R}^{\mathcal{N}}$ if there exists a $j \in O(i)$ such that $(i, j)$ is balanced with respect to $\pi$. That is, a node is balanced if it has an outgoing arc that is balanced.

The updating step in the Dual-Ascent method has the potential to unbalance arcs (and thus possibly unbalance nodes). So in our revised algorithm (called the Primal-Dual Method) we add a "rebalancing step" that balances (potentially different) arcs to assure that every previously balanced node remains balanced. Accordingly, the set of balanced nodes grows monotonically in size with every iterations of the algorithm, while the set of balanced arcs typically loses arcs and gains others as the algorithm proceeds.

In the limit, we will show that every node becomes balanced, and so a similar conclusion to the finite case can be drawn. Namely, there is a limiting dual solution that corresponds to a limiting primal feasible solution where every arc in the underlying spanning tree is balanced.

We now look more carefully at the two major differences between the Dual-Ascent Method and the Primal-Dual Method: Step 5 (the rebalancing step) and Step 6 (the step that will generate primal-feasible iterates). The rebalancing step is essential as it allows us to grow the set of balanced nodes. Before establishing this, we first point out that the algorithm does not get caught in the while loop in Step 5.

Lemma 9. In every iteration of the Primal-Dual Method, the while loop in Step 5 finitely terminates.

Proof. It suffices to prove that the set $\left\{i \in B^{n}: s_{i}^{n}>0\right\}$ eventually becomes empty. Suppose $i^{\prime}$ and $j^{\prime}$ are chosen as in (37) and (38) for one iteration of the while. Setting $s_{i^{\prime} j^{\prime}}^{n}$ to 0 in step (40) removed node $i^{\prime}$ from the set $\left\{i \in B^{n}: s_{i}^{n}>0\right\}$ at the end the end of the iteration of the while. Next, we argue that this node $i^{\prime}$ never returns to the set $\left\{i \in B^{n}: s_{i}^{n}>0\right\}$.

The only way that $i^{\prime}$ re-enters the set $\left\{i \in B^{n}: s_{i}^{n}>0\right\}$ is if $\pi_{j^{\prime}}^{m}$ is changed from its value $\pi_{j^{\prime}}^{n}$ at some later iteration $m$. However, by definition of $i^{\prime}$, we know $s_{j}^{n}=0$ for all $j \in B^{n}$ with $j>i$ (by the definition of $i^{\prime}$ as the maximum element of the set $\left\{i \in B^{n}: s_{i}^{n}>0\right\}$ ). This implies that $\pi_{j^{\prime}}$ will not be adjusted in the course of the rebalancing step, since only the tail nodes of arcs processed by the step have their $\pi$ value adjusted, and all arcs $\left(j^{\prime}, k\right)$ with $j^{\prime}$ as their tail node have $s_{j^{\prime} k}^{n}=0$ and this slack will not be adjusted since the same property holds for the nodes $k$.

Hence, a node is removed from $\left\{i \in B^{n}: s_{i}^{n}>0\right\}$ at every iteration of the while, and since $B^{n}$ is initially a finite set and no nodes are added to $B^{n}$ in the rebalancing step, this implies that $\left\{i \in B^{n}: s_{i}^{n}>0\right\}$ is eventually empty, breaking the while loop.

Remark 8. Implicit in the argument above is that the only nodes that be rebalanced are predecessor nodes of the node $i^{n}$ that is balanced in Step 4 of the Primal-Dual Method. How such nodes can become unbalanced was explored in concrete terms in Remark $4 . \triangleleft$

As the algorithm proceeds, $n$ is successively iterated, and according to (3), the set $B^{n}$ grows with every iteration. We now show that the set $B^{n}$ contains only balanced nodes. This explains the naming of Steps 4 and 5 as balancing and rebalancing steps, respectively.

Proposition 7. Every node in $B^{n}$ after the rebalancing step (Step 4 of the Primal-Dual Method) is balanced with respect to $\pi^{n}$.

Proof. The proof is by induction. This property is true for $B^{0}$ by construction since every node $i$ in $B^{0}$ has an arc $j \in O(i)$ such that $c_{i j}=0$ and so

$$
\pi_{i}^{0}-\pi_{j}^{0}=c_{i j}
$$

since both sides are equal to 0 . For the inductive step, note that in (35), the node $i^{n}$ that is added to $B^{n}$ is balanced by the nature of the updating in (32). Indeed, arc $\left(i^{n}, j^{n}\right)$ is balanced in step (32) (and, in particular $s_{i^{n} j^{n}}^{n}$ is set to 0 in (33)) and so $i^{n}$ is balanced when added to $B^{n}$ in (35).

It only remains to argue that the nodes in $B^{n}$ added at an earlier stage remain balanced with respect to the new value $\pi^{n}$. For a node $i \in B^{n}$, if $s_{i}^{n}$ is unchanged in (34), then it remains at $s_{i}^{n}=0$ and so node $i$ remains balanced. If, however, $s_{i}^{n}>0$ after step (34), this is addressed in the rebalancing step. Once this node is processed as $i^{\prime}$ in (37) then after step (41) we have $s_{i}^{n}=0$ and so node $i$ is again balanced. As argued in Lemma 9 , the while loop terminates with $s_{i}^{n}=0$ for all $i \in B^{n}$. That is, all nodes in $B^{n}$ remain balanced with respect to $\pi^{n}$ at end of the rebalancing step.

Next, we show that Step 6 generates a sequence of primal feasible flows.
Proposition 8. For all $n$, the iterates $x^{n}$ of the Primal-Dual Method are feasible to (CINF).
Proof. We first show that $T^{n}$ contains exactly one outgoing arc for every node $i \in \mathcal{N}$. We establish this by induction. The base case for $T^{0}$ is true by construction. For the inductive hypothesis, note that $T^{n}$ is updated in (36) and revised in (42). By the inductive hypothesis, $T^{n-1}$ has a single outgoing arc for every node $i \in \mathcal{N}$ and so in (36) the set $\left\{(i, j) \in T^{n-1}: i=i^{n}\right\}$ is a singleton.

Thus, the update takes out one outgoing arc $\left(i^{n}, j\right)$ of $i^{n}$ from $T^{n-1}$ and replaces it with another outgoing arc $\left(i^{n}, j^{n}\right)$ of $i^{n}$. Hence, $T^{n}$ maintains a single outgoing arc for every node after (36). By the same logic, this property is maintained every time (42) is invoked in the rebalancing step. Thus, in (43), $T^{n}$ always contains a single outgoing arc for every node, and hence $x^{n}$ is a basic feasible flow by Lemmas 2 and 3.

The proof of dual feasibility mimics that of the Dual-Ascent Method, applying the logic of the balancing step to the rebalancing step. Details are omitted.

Proposition 9 (cf. Proposition 4). For all $n$, the iterates $\pi^{n}$ of the Primal-Dual Method are feasible to (CINFD).

The previous results explain some of the logic of the Primal-Dual Method. It works to build balanced nodes and generates a sequence of both primal and dual feasible solutions. The concepts come together in establishing a bound on the gap in value between the primal and dual iterates.

Theorem 3. For every iteration $n, Z\left(x^{n}\right)-D\left(\pi^{n}\right) \leq \sum_{T^{n} \backslash T_{B}^{n}} c_{i j} x_{i j}^{n}$, where $T_{B}^{n}$ denotes the arcs in $T^{n}$ that are balanced with respect to $\pi^{n}$.
Proof. This proof uses the following notation. As $x^{n}$ is constructed by Procedure 2 we may define $P_{i \infty}$ as the unique directed path to infinity from node $i$ in the spanning tree $T^{n}$. Using an analog of Lemma 5, which applies equally to the $\pi^{n}$ generated by the Primal-Dual Method, let $T_{i}^{n}$ denote the finite out-tree of node $i$ whose cost is represented by $\pi_{i}^{n}$. Note that the set of arcs in $T_{i}^{n}$ must contain the arcs $P_{i}^{n}$ in $P_{i \infty}$ with tail nodes in $B^{n}$. This is because every arc added to $T^{n}$ in (36) and (42) that is on a directed path from node $i$ is captured in $T_{i}^{n}$.

Using this notation we observe that (with careful justification below):

$$
\begin{align*}
Z\left(x^{n}\right)-D\left(\pi^{n}\right) & =\sum_{i \in \mathcal{N}} b_{i} c\left(P_{i \infty}\right)-\sum_{i \in \mathcal{N}} b_{i} \pi_{i}^{n}  \tag{44}\\
& =\sum_{i \in \mathcal{N}} b_{i}\left(c\left(P_{i \infty}\right)-\pi_{i}^{n}\right)  \tag{45}\\
& =\sum_{i \in \mathcal{N}} b_{i}\left(c\left(P_{i \infty}\right)-c\left(T_{i}^{n}\right)\right)  \tag{46}\\
& \leq \sum_{i \in \mathcal{N}} b_{i}\left(c\left(P_{i \infty}\right)-c\left(P_{i}^{n}\right)\right)  \tag{47}\\
& =\sum_{i \in \mathcal{N}} b_{i} c\left(P_{i \infty} \backslash P_{i}^{n}\right)  \tag{48}\\
& =\sum_{(i, j) \in T^{n} \backslash T_{B}^{n}} c_{i j} x_{i j}^{n} . \tag{49}
\end{align*}
$$

Step (44) uses Procedure 2. Step (46) uses the definition of $T_{i}^{n}$. Since the set of arcs in $T_{i}^{n}$ contain the arcs $P_{i}^{n}$ in $P_{i \infty}$ with tail nodes in $B^{n}$, this justifies dropping the costs of arcs in $T_{i}^{n}$ not in $P_{i}^{n}$. The direction of the inequality follows since the costs of all arcs are nonnegative. Step (49) uses the fact that $P_{i}^{n}$ is a subset of $P_{i \infty}$ for all $i$. Finally, step (49) uses the understanding from Procedure 2 about how $x^{n}$ is constructed by sending flow $b_{i}$ along the unique paths $P_{i \infty}$ from node $i$ to infinity, for each arc $i$. This uses the fact that, since there are no demand nodes, all flow $b_{i}$ originating from node $i$ must traverse the arcs in $P_{i \infty} \backslash P_{i}^{n}$ (which are precisely the arcs $T^{n} \backslash T_{B}^{n}$ in the index of the sum in (49)).

An immediate consequence of Propositions 8 and 9 and Theorem 3 and weak duality (Theorem 1) is the following non-asymptotic error bounds on the quality of the primal and dual feasible solutions generated by the Primal-Dual Method.

Corollary 1. For every iteration $n, Z\left(x^{n}\right)-Z^{*} \leq \sum_{T^{n} \backslash T_{B}^{n}} c_{i j} x_{i j}^{n}$ and $D^{*}-D\left(\pi^{n}\right) \leq \sum_{T^{n} \backslash T_{B}^{n}} c_{i j} x_{i j}^{n}$.
This is a non-asymptotic bound on the performance of both the primal method and dual ascent method. Moreover, Theorem 3 yields asymptotic convergence results for the Primal-Dual Method. Observe that the optimality error bound value $\sum_{T^{n} \backslash T_{B}^{n}} c_{i j} x_{i j}^{n}$ depends on how many nodes are balanced, and thus how many arcs are in $T^{n} \backslash T_{B}^{n}$. The next two results show that all nodes will eventually be balanced.
Lemma 10 (Slacks tend to zero, cf. Lemma 8). The $s_{i}^{n}$ updated in (34) and (41) of the PrimalDual Method satisfy $\lim _{n \rightarrow \infty} s_{i}^{n} \rightarrow 0$ for all $i \in \mathcal{N}$.

The proof of this lemma is analogous to that of Lemma 8, adapted to the primal-dual setting, and thus omitted.

Proposition 10. All nodes are eventually balanced. That is, for all $i \in \mathcal{N}$ there exists an $n_{i}$ such that node $i$ is balanced with respect to $\pi^{n}$ for all $n \geq n_{i}$.

Proof. Suppose, by way of contradiction, that node $i$ is never balanced and thus $i \notin B_{n}$ for all $n \geq 0$. This implies, in particular since $i \notin B_{0}$, that

$$
\begin{equation*}
\min _{j \in O(i)} c_{i j}>0 . \tag{50}
\end{equation*}
$$

Also, for all $n$ and $k \in O(i)$ we have

$$
\begin{equation*}
s_{i k}^{n}=c_{j k}+\pi_{j}^{n}-\pi_{i}^{n} \geq c_{i j} \tag{51}
\end{equation*}
$$

since $i$ is not in $B_{n}$ and $\pi_{j}^{n} \geq 0$ for all $j \in O(i)$. Thus, from (50) and (51) we have

$$
\min _{k \in O(i)} s_{i j}^{n} \geq \min _{j \in O(i)} c_{i j}>0
$$

and so $\lim _{n \rightarrow \infty} s_{i}^{n}>0$. This contradicts Lemma 10, thus completing the proof.
Lemma 11. The optimality error bound $\sum_{T^{n} \backslash T_{B}^{n}} c_{i j} x_{i j}^{n}$ from Theorem 3 (and Corollary 1) converges to 0 as $n \rightarrow \infty$.
Proof. Since, by Proposition 10, all nodes are eventually balanced, there exists an $n_{s}$ such that all nodes in the first $s-1$ stages are in $B_{n_{s}}$. This implies that $T^{n} \backslash T_{B}^{n}$ can only contain arcs with tail nodes in stage $s$ or later for $n \geq n_{s}$. Thus, the cost of every arc in $T^{n} \backslash T_{B}^{n}$ can be bounded by $\gamma \beta^{s}$. That is,

$$
\begin{align*}
\sum_{T^{n} \backslash T_{B}^{n}} c_{i j} x_{i j}^{n} & \leq \sum_{k=s}^{\infty} \sum_{i \in S_{k}} \sum_{j \in O(i)} c_{i j} x_{i j} \\
& \leq\|b\|_{\infty} \gamma G \sum_{k=s}^{\infty} \beta^{k} \tag{52}
\end{align*}
$$

for $n \geq n_{s}$, where the second inequality uses assumptions (A7)-(A10). Taking $n$ sufficiently large, we can send $s \rightarrow \infty$ which sends the right-hand side (52) to zero under assumption (A10). This gives the result.

Theorem 4. The iterates $\pi^{n}$ and $x^{n}$ converge in value to $D^{*}$ and $Z^{*}$. That is, $D\left(\pi^{n}\right) \rightarrow D^{*}$ and $Z\left(x^{n}\right) \rightarrow Z^{*}$.

Proof. This is immediate from Corollary 1 and Lemma 11.
In Theorem 2, the stronger result of the convergence of $\pi^{n}$ to an optimal solution $\pi^{*}$, and not just convergence in value, was established. On the primal side, we cannot guarantee solution convergence. The reason is that there is a choice of arcs in the spanning tree sets $T^{n}$, which may not converge to a unique spanning tree in the limit.

However, we can also guarantee finite implementability of the Primal-Dual Method, as was argued in Proposition 6 for the Dual-Ascent Method. The same result holds for the PrimalDual Method. Here both the primal and dual solutions need only to be constructed on a finite subgraph corresponding to nodes in $B^{n}$, since as Lemma 11 showed, costs of arcs outside of $T_{B}^{n}$ can be made negligible. It should be noted that we cannot guarantee finite convergence of the overall algorithm, the termination condition in step 3 will, in general, be unreachable in finite time.

### 5.1 Application to dynamic programming

Returning to the deterministic DP problem, as established in Proposition 3, it corresponds to a pure supply network flow problem and so the Dual-Ascent Method and Primal-Dual Method both apply. To make this concrete, we may write the dual of (2) as

$$
\begin{align*}
& \max _{\pi} \pi_{\left(s_{0}, 0\right)}  \tag{53a}\\
& \text { s.t. }  \tag{53b}\\
& \quad \pi_{(s, t)}-\pi_{\left(s^{\prime}, t+1\right)} \leq \delta^{t} c_{(s, t)\left(s^{\prime}, t+1\right)} \quad \text { for all } t \geq 0 \text { and }\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}  \tag{53c}\\
& \\
& \quad \pi \in c_{0} .
\end{align*}
$$

Remark 9. As initially discussed in Section 2.1, there is a connection between the dual of (2) given above in (53) and the dual formulation of the stochastic DP in (4):

$$
\begin{align*}
& \max _{v} v\left(s_{0}\right)  \tag{54a}\\
& \text { s.t. } v(s)-\delta \sum_{j \in S} p(j \mid s, a) v(j) \leq c(s, a) \quad \text { for all } s \in S \text { and } a \in A_{s} \tag{54b}
\end{align*}
$$

where $v(s)$ has the interpretation of the cost-to-go of state $s$.
These two duals ((53) and (54)) also have related interpretations. The optimal solution $\pi_{s, t}^{*}$ to (53) has the interpretation of being the cost of an infinite path from state $(s, t)$ to infinity. Thus, the optimal choice of $\pi_{s, t}^{*}$ corresponds to the cost of an optimal policy originating in state $s$ at time $t$. Similarly, $v(s)$ has the interpretation of the being the value of an optimal policy leaving state $s$. These two interpretations are analogous.

To our knowledge, the Dual-Ascent Method and Primal-Dual Method are the first dual-based algorithms proposed to solve (2) and (53). These dual based methods directly provide computable bounds on the value error from optimal for the strategy provided by a separate primal algorithm or within the primal-dual algorithm for the $n$th iterate. These bounds would, in general, be superior to the crude bound heretofore provided by the maximum discounted cost-to-go as, for example, in traditional finite horizon approximations.


Figure 2: Illustration of a network with supply and demand nodes where a sequence of spanning trees fails to converge to a spanning tree.

## 6 Conclusion

In this paper, we establish a dual-ascent and primal-dual method for deterministic DP. In fact, we develop the methodology in the more general class of pure supply network flow problems. We show that these methods have desirable properties, including finite implementability, value and solution convergence (in the case of the dual-ascent method).

We should remark that the dual-ascent method studied here is a simple one, where at each iteration only a single arc is balanced (or relaxed). More general dual-ascent methods (such as those described in [7] and [6]) are considered in the finite network case. Iterations of our dualascent method most closely resembles a single-node relaxation (or coordinate ascent) approach proposed in Section 3.3 of [6]. Single-node relaxations have been shown to be computationally efficient in practice, but for general finite networks (such as those with both supply and demand nodes) such relaxations do not suffice to compute an optimal dual solution, they must be combined with more general relaxation steps. The reason we can confine ourselves to single node relaxations is the simple structure of the pure supply network.

For future work, one could explore analogs of more general dual-ascent methods from the finitenetwork settings and adapt them to the infinite setting. However, this path is fraught with potential difficulties, as demonstrated in the following example.

Example 2. Consider the network in Figure 2 with $b_{i}$ indicated next to each $i$ : odd-numbered nodes have supply 1 and even-numbered nodes have supply -1 , i.e., demand 1 . Any spanning tree in this network consists of all arcs except for one. Bold arcs in the figure depict one such tree (arc $(0,1)$ is excluded), and values next to the arcs form the corresponding basic flow. This is the unique feasible flow in this network; note that it is degenerate and a tree constructed by omitting the $\operatorname{arc}(i, i+1)$ for any even $i$ has the same corresponding basic feasible flow.

Consider the sequence of spanning trees that exclude the arcs $(0,1),(2,3),(4,5)$, etc. The limit of this sequence (in the product discrete topology defined in [30]) is the entire network, which is not a spanning tree.

One reason this example is problematic is as follows. In the pure supply setting, the trees $T^{n}$ always correspond to spanning trees due to Lemma 3. Moreover, the limit tree $T^{*}$ (studied in the proof of Theorem 2) is also a spanning tree because of Lemma 3. The above example shows that this need not be true for the mixed supply and demand case. The dual-ascent and primal-dual methods in this paper strongly leverage the properties of the pure supply network (and particularly, Lemma 3) and so careful thought must be put into adapting to more general settings.
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## A Proof of Proposition 1

We begin with some preliminary lemmas. To state the lemmas we need the notion of the characteristic vector $\chi^{S} \in\{0,1\}^{\mathcal{A}}$ of a subset of arcs $S \subseteq \mathcal{A}$ that is defined by $\chi_{(s, t)\left(s^{\prime}, t+1\right)}^{S}=1$ if $\left((s, t),\left(s^{\prime}, t+\right.\right.$ $1)) \in S$ and 0 if $\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A} \backslash S$. Note that $Z\left(\chi^{S}\right)=\sum_{\left((s, t),\left(s^{\prime}, t+1\right)\right) \in S} \delta^{t} c_{(s, t)\left(s^{\prime}, t+1\right)}$ is the sum of the discounted costs of the arcs in $S$.

Lemma 12. The following hold:
(i) Every integral solution $x$ to (2) is the characteristic vector of a path $P_{x}$ from $\left(s_{0}, 0\right)$ to infinity and so $Z(x)=Z\left(\chi^{P_{x}}\right)$.
(ii) Conversely, every path $P$ from $\left(s_{0}, 0\right)$ to infinity corresponds to an integral feasible solution $x_{P}$ to (2), where $Z\left(\chi^{P}\right)=Z\left(x_{P}\right)$.

Proof. To establish (i), note that (3b)-(3e) and integrality imply that the arcs with flow 1 for any integral solution $x$ precisely form a path $P$ from $\left(s_{0}, 0\right)$ to infinity. Thus, $x=\chi_{P}$. For (ii), observe that the characteristic vector of a path from $\left(s_{0}, 0\right)$ satisfies constraints $(3 \mathrm{~b})-(3 \mathrm{e})$. The result then follows.

## Lemma 13. The following hold:

(i) Every policy $d$ to (1) gives rise to a unique path $P_{d}$ from $\left(s_{0}, 0\right)$ to infinity such that $V\left(\pi(d)_{s_{0}}\right)=Z\left(\chi^{P_{d}}\right)$, where $\chi^{P_{d}}$ is the characteristic vector of a path $P_{d}$ from $\left(s_{0}, 0\right)$ to infinity.
(ii) Conversely, every path $P$ from $\left(s_{0}, 0\right)$ to infinity consisting of $\operatorname{arcs}\left(s_{0}, 0\right),\left(s_{1}, 1\right),\left(s_{2}, 2\right), \ldots$ corresponds to a set of policies $D_{P}$ where each policy $d$ in that set satisfies:

$$
d(s, t) \begin{cases}=a \in A_{t} \text { such that } \tau_{t}\left(s_{t}, a\right)=s_{t+1} & \text { if } s=s_{t}  \tag{55}\\ \in A_{t} & \text { if } s \in S_{t} \text { and } s \neq s_{t}\end{cases}
$$

and $V\left(\pi(d), s_{0}\right)=Z\left(\chi^{P}\right)$ for every $d \in D_{P}$.
Proof. To establish (i) note that given a policy $d$ and starting with initial state $s_{0}$ at time 0 , the policy determines the unique path $P_{d}$ consisting of $\operatorname{arcs}\left(s_{0}, 0\right),\left(s_{1}, 1\right),\left(s_{2}, 2\right), \ldots$ where $s_{t+1}=$ $\tau_{t}\left(s_{t}, d\left(s_{t}, t\right)\right)$ for $t=0,1,2, \ldots$ It is straightforward to see that $V\left(\pi(d), s_{0}\right)=Z\left(\chi^{P_{d}}\right)$.

For (ii), clearly each $d$ constructed in (55) has $s_{t+1}=\tau_{t}\left(s_{t}, d\left(s_{t}, t\right)\right)$ for $t=0,1,2, \ldots$. This is all the information needed to specific the cost $V\left(\pi(d), s_{0}\right)$, as the choice of $d(s, t)$ for $s \in S_{t}$ with $s \neq s_{t}$ is irrelevant to the outcome of the dynamic program. Hence, $V\left(\pi(d), s_{0}\right)=Z\left(\chi^{P}\right)$ for every $d \in D_{P}$.

The following result is standard in finite-horizon versions of the problem. The argument here relies on a couple of useful results in the CILP literature.

Lemma 14. Problem (2) possesses an optimal flow that is integer-valued.
Proof. Recall Proposition 2.7 of [17]: a CILP has an optimal extreme point solution if
(a) the feasible region is non-empty,
(b) every constraint has a finite number of variables,
(c) the feasible region is bounded by some vector $u$; that is, $x_{(s, t)\left(s^{\prime}, t+1\right)} \leq u_{(s, t)\left(s^{\prime}, t+1\right)}$ for all $\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}$ for as feasible $x$, and
(d) $\sum_{\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}} \delta^{t} c_{(s, t)\left(s^{\prime}, t+1\right)} u_{(s, t)\left(s^{\prime}, t+1\right)}<\infty$.

Condition (a) is clearly satisfied since every path from $\left(s_{0}, 0\right)$ to infinity corresponds to a feasible solution by Lemma 12(ii). Condition (b) follows by assumption (A1). As for (c), the vector $u_{(s, t)\left(s^{\prime}, t+1\right)}=1$ for all $\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}$ suffices. Indeed, the only source of flow in the network is from node $\left(s_{0}, 0\right)$ with a supply of 1 , hence no arc will ever have a flow larger than 1 (note that we do not impose this upper bound of flow explicitly, but it is implied by the data). Thus, (c) holds. As for (d) this follows since

$$
\sum_{\left((s, t),\left(s^{\prime}, t+1\right)\right) \in \mathcal{A}} \delta^{t} c_{(s, t)\left(s^{\prime}, t+1\right)} u_{(s, t)\left(s^{\prime}, t+1\right)} \leq G \sum_{t=0}^{\infty} \delta^{t} \cdot \bar{c} \cdot 1=G \bar{c} \frac{1}{1-\delta}<\infty
$$

where the inequality follows from (S1) and (S2). Thus, (2) has an optimal extreme point solution. Next, by Theorem 3.14 in [28], every extreme point solution is integral, since the right-hand sides of the constraints (3b)-(6b) are integral. Taken together, this implies (2) has an integer solution that is optimal.

Proof of Proposition 1. Lemmas 12 and 13 imply that (a) every feasible policy $d$ to (1) gives rise to an integer flow $x_{d}$ of (2) where $V\left(\pi(d), s_{0}\right)=Z\left(x_{d}\right)$ and (b) every integer flow $x$ of (2) gives rise to policies $d_{x}$ that obey (55) where $P_{x}$ is the path associated with integer flow $x$ described in Lemma 12(i) and $Z(x)=V\left(\pi\left(d_{x}\right), s_{0}\right)$ for any such policy.

We now establish (i). By (a), $d^{*}$ has a corresponding integer flow $x^{*}$ with $V\left(\pi\left(d^{*}\right), s_{0}\right)=Z\left(x^{*}\right)$. Next, by (b), every integer flow $x$ of (2) gives rise to a policy $d_{x}$ such that $V\left(\pi\left(d_{x}\right), s_{0}\right)=Z(x)$. Taken together this implies that

$$
Z\left(x^{*}\right)=V\left(\pi\left(d^{*}\right), s_{0}\right) \leq V\left(\pi\left(d_{x}\right), s_{0}\right)=Z(x),
$$

where the inequality uses optimality of the policy $d^{*}$ in (1). Thus, $x^{*}$ has the minimum cost among all integer flows to (2). By Lemma 14, this implies that $x^{*}$ is an optimal flow for (2). This completes (i).

Returning to (ii), there exists an optimal integer flow $x^{*}$ to (2). Let $d^{*}$ be any policy that obeys (55) where $P=P_{x^{*}}$ with $V\left(\pi\left(d^{*}\right), s_{0}\right)=Z\left(x^{*}\right)$. Every feasible policy $d$ corresponds to an integer vector $x_{d}$ with $V\left(\pi(d), s_{0}\right)=Z\left(x_{d}\right)$ and so

$$
V\left(\pi(d), s_{0}\right)=Z\left(x_{d}\right) \geq Z\left(x^{*}\right)=V\left(\pi\left(d^{*}\right), s_{0}\right),
$$

where the inequality follows by the optimality of $x^{*}$ in (2). Thus, $d^{*}$ is an optimal policy since its value is no greater than that of any other feasible policy.
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